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Status of this Meno

This menmo provides information for the Internet community. This nmeno
does not specify an Internet standard of any kind. Distribution of
this nmeno is unlinmted.

Abst r act

The | P architecture assunes that each Data Link subnetwork is |abeled
with a single | P subnet nunmber. A pair of hosts with the same subnet
nunber comunicate directly (with no routers); a pair of hosts with
di fferent subnet nunbers al ways communi cate through one or nore
routers. As indicated in RFC1620, these assunptions nay be too
restrictive for |large data networks, and specifically for networks
based on switched virtual circuit (SVC) based technol ogies (e.g. ATM
Frame Rel ay, X 25), as these assunptions inpose constraints on
conmuni cati on anong hosts and routers through a network. The
restrictions may preclude full utilization of the capabilities

provi ded by the underlying SVC based Data Link subnetwork. This
document describes extensions to the | P architecture that rel axes
these constraints, thus enabling the full utilization of the services
provi ded by SVC based Data Link subnetworks.

1. Background

The following briefly recaptures the concept of the |IP Subnet. The
topol ogy is assuned to be conmposed of hosts and routers

i nterconnected via links (Data Link subnetworks). An |IP address of a
host with an interface attached to a particular link is a tuple
<prefix length, address prefix, host number>, where host nunber is
uni que within the subnet address prefix. Wen a host needs to send
an | P packet to a destination, the host needs to determ ne whet her
the destination address identifies an interface that is connected to
one of the links the host is attached to, or not. This referred to
as the "local/renote" decision. The outcone of the "local/renote"
decision is based on (a) the destination address, and (b) the address
and the prefix length associated with the the local interfaces. |If
the outcone is "local", then the host resolves the |P address to a

Li nk Layer address (e.g. by using ARP), and then sends the packet
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directly to that destination (using the Link layer services). |f the
outcome is "renmote", then the host uses one of its first-hop routers
(thus relying on the services provided by IP routing).

To summarize, two of the inportant attributes of the |IP subnet node
are:

hosts with a common subnet address prefix are assuned to be
attached to a common |ink (subnetwork), and thus comrunicate with
each other directly, w thout any routers - "local";

hosts with different subnet address prefixes are assuned to be
attached to different |inks (subnetworks), and thus conmunicate
with each other only through routers - "renote".

A typical exanple of applying the I P subnet architecture to an SVC
based Data Link subnetwork is "Classical |IP and ARP over ATM
(RFC1577). RFC1577 provides support for ATM depl oynent that follows
the traditional IP subnet nmodel and introduces the notion of a

Logi cal I P Subnetwork (LI'S). The consequence of this nodel is that a
host is required to setup an ATM SVC to any host within its LIS; for
destinations outside its LIS the host nust forward packets through a
router. It is inmportant to stress that this "local/renote" decision
is based solely on the information carried by the destination address
and the address and prefix |l engths associated with the |oca

i nterfaces.

2. Modtivations

The diversity of TCP/IP applications results in a wi de range of
traffic characteristics. Some applications last for a very short
time and generate only a snmall nunber of packets between a pair of
conmuni cati ng hosts (e.g. ping, DNS). Oher applications have a short
lifetime, but generate a relatively |arge volume of packets (e.qg.
FTP). There are also applications that have a relatively |ong
lifetinme, but generate relatively few packets (e.g. Telnet).
Finally, we anticipate the energence of applications that have a
relatively long lifetinme and generate a | arge vol unme of packets (e.g.
vi deo- conf er enci ng) .

SVC- based Data Link subnetworks offer certain unique capabilities
that are not present in other (non-SVC) subnetworks (e.g. Ethernet,
Token Ring). The ability to dynamcally establish and tear-down SVCs
bet ween conmmuni cating entities attached to an SVC based Data Link
subnetwor k enabl es the dynam ¢ dedi cati on and redistribution of
certain communi cati on resources (e.g. bandw dth) anong the entities.
Thi s dedi cation and redistribution of resources could be acconplished
by relying solely on the mechani sm(s) provided by the Data Link
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| ayer.

The uni que capabilities provided by SVC based Data Link subnetworks
do not cone "for free". The mechani snms that provide dedication and
redi stribution of resources have certain overhead (e.g. the tine
needed to establish an SVC, resources associated with maintaining a
state for an SVC). There may al so be a nonetary cost associated with
establishing and maintaining an SVC. Therefore, it is very inportant
to be cogni zant of such an overhead and to carefully bal ance the
benefits provided by the mechani sms agai nst the overhead introduced
by such mechani sms.

One of the key issues for using SVC based Data Link subnetworks in
the TCP/IP environnent is the issue of switched virtual circuit (SVQ
managenment. This includes SVC establishnent and tear-down, class of
service specification, and SVC sharing. At one end of the spectrum
one coul d require SVC establishment between conmunicating entities
(on a common Data Link subnetwork) for any application. At the other
end of the spectrum one could require conmunicating entities to
always go through a router, regardl ess of the application. dGven the
diversity of TCP/IP applications, either extrene is likely to yield a
suboptimal solution with respect to the ability to efficiently
exploit capabilities provided by the underlying Data Link |ayer.

The traditional |P subnet nodel is too restrictive for flexible and
adaptive use of SVC- based Data Link subnetworks - the use of a
subnetwork is driven by information conpletely unrelated to the
characteristics of individual applications. To illustrate the
probl em consi der "C assical |IP and ARP over ATM (RFC1577). RFC1577
provi des support for ATM depl oynent that follows the traditional IP
subnet nodel, and introduces the notion of a Logical |P Subnetwork
(LI'S). The consequence of this nmodel is that a host is required to
setup an SVC to any host within its LIS, and it nust forward packets
to destinations outside its LIS through a router. This

"l ocal /renpte” forwardi ng decision, and consequently the SVC
managenent, is based solely on the information carried in the source
and destination addresses and the subnet mask associated with the
source address and has no relation to the nature of the applications
that generated these packets.

3. QS/Traffic Driven "Local/Renpte" Decision

Consi der a host attached to an SVC based Data Link subnetwork, and
assume that the "local/renote" decision the host could nmake is not
constrained by the I P subnet nodel. Wen such a host needs to send a
packet to a destination, the host night consider any of the follow ng
options:
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Use a best-effort SVC to the first hop router.

Use an SVC to the first hop router dedicated to a particular type
of service (ie: predictive real time).

Use a dedicated SVC to the first hop router.

Use a best-effort SVC to a router closer to the destination than
the first hop router.

Use an SVC to a router closer to the destination than the first
hop router dedicated to a particular type of service.

Use a dedicated SVC to a router closer to the destination than the
first hop router.

Use a best-effort SVC directly to the destination (if the
destination is on the same Data Link subnetwork as the host).

Use an SVC directly to the destination dedicated to a particul ar
type of service (if the destination is on the sane Data Link
subnetwork as the host).

Use a dedicated SVC directly to the destination (if the
destination is on the same Data Link subnetwork as the host).

In the above we observe that the forwarding decision at the host is
nore flexible than the "l ocal/renmote" decision of the |P subnet
nodel . W al so observe that the host’s forwardi ng deci sion may take
into account QS and/or traffic requirenents of the applications
and/ or cost factors associated with establishing and maintaining a
VC, and thus inprove the overall SVC nanagenent. Therefore, renoving
constraints inmposed by the | P subnet nodel is an inportant step
towards better SVC managemnent.

3.1 Extending the scope of possible "local" outcones

A source may have an SVC (either dedicated or shared) to a
destination if both the source and the destination are on a comon
Data Li nk subnetwork. The ability to create and use the SVC (either
dedi cated or shared) is completely decoupled fromthe source and
destination | P addresses, but is instead coupled to the QS and/or
traffic characteristics of the application. In other words, the
ability to establish a direct VC (either dedicated or shared) between
a pair of hosts on a conmon Data Link subnetwork has nothing to do
with the I P addresses of the hosts. In contrast with the |IP subnet
nodel (or the LIS npde), the "local" outcome becones divorced from
the addressing infornmation.

Rekht er & Kandl ur I nf or mati onal [ Page 4]



RFC 1937 Forwarding in Switched Data Link Subnets May 1996

3.2 Allowing the "renpte" outcome where applicable

A source may go through one or nore routers to reach a destination if
either (a) the destination is not on the same Data Link subnetwork as
the source, or (b) the destination is on the sane Data Link
subnetwork as the source, but the QS and/or traffic requirenents of
the application on the source do not justify a direct (either

dedi cated or shared) VC

When the destination is not on the sanme Data Link subnetwork as the
source, the source may sel ect between either (a) using its first-hop
(default) router, or (b) establishing a "shortcut" to a router closer
to the destination than the first-hop router. The source should be
able to sel ect between these two choices irrespective of the source
and destination | P addresses.

VWhen the destination is on the same Data Link subnetwork as the
source, but the QS and/or traffic requirements do not justify a
direct VC, the source should be able to go through a router
irrespective of the source and destination |P addresses.

In contrast with the I P subnet nodel (or the LIS nodel) the "renote"
outcome, and its particular option (first-hop router versus router
closer to the destination than the first-hop router), becones
decoupl ed fromthe addressing infornmation.

3.3 Sufficient conditions for direct connectivity

The ability of a host to establish an SVC to a peer on a comon
switched Data Link subnetwork is predicated on its know edge of the
Li nk Layer address of the peer or an internedi ate point closer to the
destination. This docunent assumes the existence of nechanisn(s)
that can provide the host with this information. Some of the possible
alternatives are NHRP, ARP, or static configuration; other
alternatives are not precluded. The ability to acquire the Link
Layer address of the peer should not be viewed as an indication that
the host and the peer can establish an SVC - the two may be on

di fferent Data Link subnetworks, or nay be on a common Data Link
subnetwork that is partitioned.

3.4 Sonme of the inplications

Since the "local/renpote" decision would depend on factors other than
the addresses of the source and the destination, a pair of hosts may
si mul taneously be using two different neans to reach each other
forwarding traffic for applications with different QoS/and or traffic
characteristics differently.
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3.5 Address assi gnnent

It is expected that if the total nunber of hosts and routers on a
conmmon SVC-based Data Link subnetwork is sufficiently large, then the
hosts and routers could be partitioned into groups, called Loca

Addr essi ng Groups (LAGs). Each LAG woul d have hosts and routers. The
routers within a LAG woul d act as the first-hop routers for the hosts
inthe LAG I|f the total nunber of hosts and routers is not |arge
then all these hosts and routers could forma single LAG Criteria
for determ ning LAG sizes are outside the scope of this docunent.

To provide scal abl e routing each LAG shoul d be given an |IP address
prefix, and elenents within the LAG shoul d be assi gned addresses out
of this prefix. The routers in a LAG woul d then advertise (via
appropriate routing protocols) routes to the prefix associated with
the LAG These routes would be advertised as "directly reachabl e"
(with metric 0). Thus, routers within a LAG woul d act as the | ast-hop
routers for the hosts within the LAG

4. Concl usi ons

Di fferent approaches to SVC based Data Li nk subnetworks used by

TCP/ 1P yield substantially different results with respect to the
ability of TCP/IP applications to efficiently exploit the
functionality provided by such subnetworks. For exanple, in the case
of ATM both LAN Enul ation [LANE] and "classical" |IP over ATM

[ RFC1577] localize host changes below the IP | ayer, and therefore may
be good first steps in the ATM depl oyment. However, these approaches
alone are likely to be inadequate for the full utilization of ATM

It appears that any nodel that does not allow SVC nanagenent based on
QS and/or traffic requirements will preenpt the full use of SVC
based Data Link subnetworks. Enabling nore direct connectivity for
applications that could benefit fromthe functionality provided by
SVC- based Data Link subnetworks, while relying on strict hop by hop
paths for other applications, could facilitate exploration of the
capabilities provided by these subnetworks.

Wil e this docurment does not define any specific coupling between
various QoS, traffic characteristics and other parameters, and SVC
management, it is inmportant to stress that efforts towards
standardi zati on of various QS, traffic characteristics, and other
paraneters than an application could use (through an appropriate API)
to influence SVC nanagenent are essential for flexible and adaptive
use of SVC-based Data Link subnetworks.
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The proposed nodel utilizes the SVC based infrastructure for the
applications that could benefit fromthe capabilities supported
within such an infrastructure, and takes advantage of a router-based
overlay for all other applications. As such it provides a bal anced
m x of router-based and switch-based infrastructures, where the

bal ance coul d be determ ned by the applications requirenents.

5. Security Considerations
Security issues are not discussed in this meno.
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