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TCP Sel ective Acknow edgnent Options

Status of this Meno

Thi s docunent specifies an Internet standards track protocol for the
Internet conmmunity, and requests discussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
Oficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this nemo is unlimted.

Abstract

TCP may experience poor perfornance when multiple packets are | ost
from one wi ndow of dat a. Wth the linmted information avail abl e
from cumul ati ve acknow edgnents, a TCP sender can only |earn about a
single | ost packet per round trip time. An aggressive sender could
choose to retransmt packets early, but such retransmtted segnents
may have al ready been successfully received.

A Sel ective Acknow edgnment (SACK) nechani sm conbined with a

sel ective repeat retransm ssion policy, can help to overcone these
[imtations. The receiving TCP sends back SACK packets to the sender
inform ng the sender of data that has been received. The sender can
then retransmt only the missing data segnents.

This meno proposes an inplenmentati on of SACK and di scusses its
performance and rel ated issues.
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1

| ntroducti on

Mul ti pl e packet |osses froma w ndow of data can have a catastrophic
ef fect on TCP throughput. TCP [Postel 81] uses a cumul ative

acknow edgnment schene in which received segnents that are not at the
| eft edge of the receive window are not acknow edged. This forces
the sender to either wait a roundtrip tinme to find out about each

| ost packet, or to unnecessarily retransnmt segnents which have been
correctly received [Fall95]. Wth the cunul ati ve acknow edgnent
schenme, multiple dropped segments generally cause TCP to lose its
ACK- based cl ock, reducing overall throughput.

Sel ective Acknow edgnent (SACK) is a strategy which corrects this
behavior in the face of multiple dropped segnents. Wth selective
acknow edgnents, the data receiver can informthe sender about al
segnents that have arrived successfully, so the sender need
retransmt only the segnents that have actually been | ost.

Several transport protocols, including NETBLT [O ark87], XTP
[Strayer92], RDP [Velten84], NAD R [Huitema81], and VMIP [ Cheriton88]
have used sel ective acknow edgnment. There is sone enpirical evidence
in favor of selective acknow edgments -- sinple experinents with RDP
have shown that disabling the selective acknow edgnent facility
greatly increases the nunber of retransmtted segnments over a | ossy,
hi gh-del ay Internet path [Partridge87]. A recent simulation study by
Kevin Fall and Sally Floyd [Fall 95], denbnstrates the strength of TCP
wi th SACK over the non- SACK Tahoe and Reno TCP i npl emrent ati ons.

RFC1072 [VJ88] descri bes one possible inplenmentati on of SACK options
for TCP. Unfortunately, it has never been deployed in the Internet,
as there was di sagreenent about how SACK options should be used in
conjunction with the TCP wi ndow shift option (initially described
RFC1072 and revised in [Jacobson92]).

We propose slight nodifications to the SACK options as proposed in
RFC1072. Specifically, sending a selective acknow edgnent for the
nost recently received data reduces the need for |ong SACK options

[ Keshav94, Mathis95]. |In addition, the SACK opti on now carries ful
32 bit sequence nunbers. These two nodifications represent the only
changes to the proposal in RFCL072. They make SACK easier to

i mpl enent and address concerns about robustness.

The sel ective acknow edgnent extension uses two TCP options. The
first is an enabling option, "SACK-permitted", which may be sent in a
SYN segnent to indicate that the SACK option can be used once the
connection is established. The other is the SACK option itself,

whi ch may be sent over an established connection once perm ssion has
been gi ven by SACK-pernmitted
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3.

The SACK option is to be included in a segnent sent froma TCP that

is receiving data to the TCP that is sending that data; we will refer
to these TCP s as the data receiver and the data sender,
respectively. We will consider a particular sinplex data flow, any

data flowing in the reverse direction over the sane connection can be
treated i ndependently.

Sack-Permitted Option

This two-byte option may be sent in a SYN by a TCP that has been
extended to receive (and presunmably process) the SACK option once the
connection has opened. |t MJST NOT be sent on non- SYN segnents.

TCP Sack-Pernmitted Option:

Kind: 4

R R +
| Kind=4 | Length=2|
S S +

Sack Option Format
The SACK option is to be used to convey extended acknow edgnent
information fromthe receiver to the sender over an established TCP
connecti on.

TCP SACK Opti on:

Ki nd: 5

Lengt h: Variabl e

Fomm e m oo - Fomm e m oo - +

| Kind=5 | Length |
Fomm oo Fomm oo Fomm oo Fomm oo +
| Left Edge of 1st Bl ock |
Fomm e Fomm e Fomm e Fomm e +
| R ght Edge of 1st Bl ock |
Fomm e m oo - Fomm e m oo - Fomm e m oo - Fomm e m oo - +
| |
/ . /
| |
Fomm e Fomm e Fomm e Fomm e +
| Left Edge of nth Bl ock |
Fomm e m oo - Fomm e m oo - Fomm e m oo - Fomm e m oo - +
| Ri ght Edge of nth Bl ock |
Fomm oo Fomm oo Fomm oo Fomm oo +
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The SACK option is to be sent by a data receiver to informthe data
sender of non-contiguous bl ocks of data that have been received and
gueued. The data receiver awaits the recei pt of data (perhaps by
means of retransmissions) to fill the gaps in sequence space between
recei ved bl ocks. Wen m ssing segnents are received, the data

recei ver acknow edges the data nornally by advancing the | eft w ndow
edge in the Acknow edgenment Nunber Field of the TCP header. The SACK
option does not change the neani ng of the Acknow edgerment Numnber
field.

This option contains a |list of some of the bl ocks of contiguous
sequence space occupi ed by data that has been recei ved and queued
wi thin the w ndow.

Each contiguous bl ock of data queued at the data receiver is defined
in the SACK option by two 32-bit unsigned integers in network byte
order:

* Left Edge of Bl ock
This is the first sequence nunber of this bl ock
* Ri ght Edge of Bl ock

This is the sequence nunber i mediately follow ng the | ast
sequence nunber of this bl ock

Each bl ock represents received bytes of data that are conti guous and
isolated; that is, the bytes just bel ow the bl ock, (Left Edge of

Bl ock - 1), and just above the bl ock, (R ght Edge of Bl ock), have not
been received.

A SACK option that specifies n blocks will have a | ength of 8*n+2
bytes, so the 40 bytes available for TCP options can specify a

maxi mum of 4 blocks. It is expected that SACK will often be used in
conjunction with the Tinestanp option used for RTTM [ Jacobson92],

whi ch takes an additional 10 bytes (plus two bytes of padding); thus
a maxi mum of 3 SACK bl ocks will be allowed in this case.

The SACK option is advisory, in that, while it notifies the data
sender that the data receiver has received the indicated segnents,
the data receiver is pernmitted to |later discard data which have been
reported in a SACK option. A discussion appears below in Section 8
of the consequences of advisory SACK, in particular that the data
recei ver may renege, or drop already SACKed dat a.
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4.

CGenerating Sack Options: Data Receiver Behavior

If the data receiver has received a SACK-Pernitted option on the SYN
for this connection, the data receiver MAY el ect to generate SACK
options as described below |If the data receiver generates SACK
options under any circunstance, it SHOULD generate them under al
permtted circunstances. |If the data receiver has not received a
SACK-Permitted option for a given connection, it MJST NOT send SACK
options on that connecti on.

If sent at all, SACK options SHOULD be included in all ACKs which do
not ACK t he hi ghest sequence nunber in the data receiver’'s queue. In
this situation the network has | ost or nis-ordered data, such that
the receiver holds non-contiguous data in its queue. RFC 1122,
Section 4.2.2.21, discusses the reasons for the receiver to send ACKs
in response to additional segnents received in this state. The

recei ver SHOULD send an ACK for every valid segnent that arrives
contai ni ng new data, and each of these "duplicate" ACKs SHOULD bear a
SACK option

If the data receiver chooses to send a SACK option, the follow ng
rul es apply:

* The first SACK block (i.e., the one imediately follow ng the
kind and length fields in the option) MJST specify the contiguous
bl ock of data containing the segnent which triggered this ACK

unl ess that segnment advanced the Acknow edgment Nunber field in
the header. This assures that the ACK with the SACK option

refl ects the nost recent change in the data receiver’s buffer
queue.

* The data receiver SHOULD include as many distinct SACK bl ocks as
possible in the SACK option. Note that the naxi mum avail abl e
option space may not be sufficient to report all blocks present in
the receiver’s queue.

* The SACK option SHOULD be filled out by repeating the nost
recently reported SACK bl ocks (based on first SACK bl ocks in

previ ous SACK options) that are not subsets of a SACK bl ock

al ready included in the SACK option being constructed. This
assures that in normal operation, any segnent remaining part of a
non- conti guous bl ock of data held by the data receiver is reported
in at |east three successive SACK options, even for |arge-w ndow
TCP i npl enentati ons [ RFC1323]). After the first SACK bl ock, the
foll owi ng SACK bl ocks in the SACK option nay be listed in
arbitrary order.
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It is very inportant that the SACK option always reports the bl ock
containing the nost recently received segnent, because this provides
the sender with the nost up-to-date information about the state of
the network and the data receiver’s queue.

5. Interpreting the Sack Option and Retransm ssion Strategy: Data
Sender Behavi or

When receiving an ACK contai ning a SACK option, the data sender
SHOULD record the sel ective acknow edgnent for future reference. The
data sender is assunmed to have a retransm ssion queue that contains
the segnents that have been transmitted but not yet acknow edged, in
sequence- nunber order. |If the data sender perforns re-packetization
before retransni ssion, the block boundaries in a SACK option that it
receives may not fall on boundaries of segnents in the retransm ssion
gueue; however, this does not pose a serious difficulty for the
sender.

One possible inplenmentation of the sender’s behavior is as foll ows.
Let us suppose that for each segment in the retransm ssion queue
there is a (new) flag bit "SACKed", to be used to indicate that this
particul ar segment has been reported in a SACK option.

When an acknow edgnent segnent arrives containing a SACK option, the
data sender will turn on the SACKed bits for segnents that have been
sel ectively acknow edged. Mre specifically, for each block in the
SACK option, the data sender will turn on the SACKed flags for al
segnents in the retransm ssion queue that are wholly contained within
that block. This requires straightforward sequence number

conpari sons.

After the SACKed bit is turned on (as the result of processing a
recei ved SACK option), the data sender will skip that segment during
any later retransm ssion. Any segment that has the SACKed bit turned
off and is less than the hi ghest SACKed segnent is available for
retransni ssion.

After a retransnit tineout the data sender SHOULD turn off all of the
SACKed bits, since the tineout might indicate that the data receiver
has reneged. The data sender MJST retransnit the segment at the |eft
edge of the wi ndow after a retransmt timeout, whether or not the
SACKed bit is on for that segnent. A segnent will not be dequeued
and its buffer freed until the | eft wi ndow edge i s advanced over it.
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5.1 Congestion Control |ssues

Thi s docunent does not attenpt to specify in detail the congestion
control algorithms for inplenentations of TCP with SACK.  However,
the congestion control algorithms present in the de facto standard
TCP i npl enent ati ons MJUST be preserved [Stevens94]. |In particular, to
preserve robustness in the presence of packets reordered by the
network, recovery is not triggered by a single ACK reporting out-of-
order packets at the receiver. Further, during recovery the data
sender limts the nunmber of segments sent in response to each ACK

Exi sting inplementations limt the data sender to sendi ng one segnent
during Reno-style fast recovery, or to two segnents during slowstart
[ Jacobson88]. O her aspects of congestion control, such as reducing
the congestion wi ndow in response to congestion, nmust sinmlarly be
preserved

The use of time-outs as a fall-back mechani smfor detecting dropped
packets is unchanged by the SACK option. Because the data receiver
is allowed to discard SACKed data, when a retransmit tineout occurs
the data sender MJST ignore prior SACK information in deternmnining
which data to retransmt.

Future research into congestion control algorithnms may take advant age
of the additional information provided by SACK. One such area for
future research concerns nodifications to TCP for a wirel ess or
satellite environment where packet loss is not necessarily an

i ndi cati on of congestion

6. Efficiency and Wrst Case Behavi or

If the return path carrying ACKs and SACK options were | ossl ess, one
bl ock per SACK option packet woul d al ways be sufficient. Every
segnent arriving while the data receiver holds discontinuous data
woul d cause the data receiver to send an ACK with a SACK option
containing the one altered block in the receiver’s queue. The data
sender is thus able to construct a precise replica of the receiver’s
gueue by taking the union of all the first SACK bl ocks.
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Since the return path is not |ossless, the SACK option is defined to
i nclude nore than one SACK block in a single packet. The redundant

bl ocks in the SACK option packet increase the robustness of SACK
delivery in the presence of lost ACKs. For a receiver that is also
using the time stanp option [Jacobson92], the SACK option has roomto
i nclude three SACK bl ocks. Thus each SACK block will generally be
repeated at least three tines, if necessary, once in each of three
successi ve ACK packets. However, if all of the ACK packets reporting
a particular SACK bl ock are dropped, then the sender m ght assume
that the data in that SACK bl ock has not been received, and
unnecessarily retransmt those segnents.

The depl oynent of other TCP options may reduce the nunber of

avail abl e SACK bl ocks to 2 or even to 1. This will reduce the
redundancy of SACK delivery in the presence of [ost ACKs. Even so,
the exposure of TCP SACK in regard to the unnecessary retransni ssion
of packets is strictly I ess than the exposure of current

i mpl enentations of TCP. The worst-case conditions necessary for the
sender to needlessly retransmt data is discussed in nore detail in a
separ at e docurent [ Fl oyd96].

O der TCP inpl enentati ons which do not have the SACK option will not
be unfairly disadvantaged when conpeti ng agai nst SACK-capabl e TCPs.
This issue is discussed in nore detail in [Floyd96].

7. Sack Option Exanples

The foll owi ng exanples attenpt to denonstrate the proper behavior of
SACK generation by the data receiver.

Assune the left wi ndow edge is 5000 and that the data transmitter
sends a burst of 8 segnents, each containing 500 data bytes.

Case 1: The first 4 segnents are received but the last 4 are
dr opped.

The data receiver will return a nornal TCP ACK segnent
acknow edgi ng sequence nunber 7000, with no SACK option
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Case 2: The first segnent is dropped but the remaining 7 are
received.

Upon receiving each of the | ast seven packets, the data
receiver will return a TCP ACK segnment that acknow edges
sequence nunber 5000 and contains a SACK option specifying
one bl ock of queued dat a:

Triggering ACK Left Edge Ri ght Edge
Segnent

5000 (lost)

5500 5000 5500 6000

6000 5000 5500 6500

6500 5000 5500 7000

7000 5000 5500 7500

7500 5000 5500 8000

8000 5000 5500 8500

8500 5000 5500 9000

Case 3: The 2nd, 4th, 6th, and 8th (last) segnents are
dr opped.

The data receiver ACKs the first packet nornmally. The
third, fifth, and seventh packets trigger SACK options as

fol | ows:

Triggering ACK First Bl ock 2nd Bl ock 3rd Bl ock

Segnent Left Ri ght Left Ri ght Left Ri ght
Edge Edge Edge Edge Edge Edge

5000 5500

5500 (lost)

6000 5500 6000 6500

6500 (lost)

7000 5500 7000 7500 6000 6500

7500 (lost)

8000 5500 8000 8500 7000 7500 6000 6500

8500 (lost)
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Suppose at this point, the 4th packet is received out of order.
(This could either be because the data was badly nmisordered in the
networ k, or because the 2nd packet was retransmitted and | ost, and
then the 4th packet was retransmtted). At this point the data
recei ver has only two SACK bl ocks to report. The data receiver
replies with the follow ng Sel ective Acknow edgnent:

Triggering ACK Fi rst Bl ock 2nd Bl ock 3rd Bl ock
Segnent Left Ri ght Left Ri ght Left Ri ght
Edge Edge Edge Edge Edge Edge

6500 5500 6000 7500 8000 8500

Suppose at this point, the 2nd segnent is received. The data
receiver then replies with the follow ng Sel ecti ve Acknow edgment:

Triggering ACK First Bl ock 2nd Bl ock 3rd Bl ock
Segnent Left Ri ght Left Ri ght Left Ri ght
Edge Edge Edge Edge Edge Edge

5500 7500 8000 8500
8. Data Receiver Reneging

Note that the data receiver is pernitted to discard data in its queue
that has not been acknow edged to the data sender, even if the data
has al ready been reported in a SACK option. Such discarding of
SACKed packets is discouraged, but may be used if the receiver runs
out of buffer space.

The data receiver MAY el ect not to keep data which it has reported in
a SACK option. In this case, the receiver SACK generation is
additionally qualified:

* The first SACK bl ock MJUST reflect the newest segnent. Even if
the newest segment is going to be discarded and the receiver has
al ready di scarded adj acent segnents, the first SACK bl ock MJST
report, at a minimum the left and right edges of the newest
segnent .

* Except for the newest segnent, all SACK bl ocks MJST NOT report
any old data which is no |onger actually held by the receiver.

Since the data receiver may later discard data reported in a SACK

option, the sender MJST NOT di scard data before it is acknow edged by
the Acknow edgnent Nunber field in the TCP header
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9.

10.

Security Considerations

Thi s docunent neither strengthens nor weakens TCP's current security
properties.
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