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1. Introduction

1.1. Goal and Scope of the Docunent

When an | SP deploys I Pv6, its goal is to provide |Pv6 connectivity
and gl obal address space to its custonmers. The new | Pv6 service nust
be added to an existing |IPv4 service, and the introduction of |Pv6
must not interrupt this |IPv4 service.

An ISP offering IPv4 service will find different ways to add IPv6 to
this service. This docunment discusses a small set of scenarios for
the introduction of IPv6 into an ISP's | Pv4 network. |t eval uates
the relevance of the existing transition mechanisnms in the context of
these depl oynment scenarios and points out the |lack of essentia
functionality in these nethods.
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The document is focused on services that include both IPv6 and | Pv4
and does not cover issues surrounding |Pv6-only service. It is also
outsi de the scope of this docunent to describe different types of
access or network technol ogi es.

2. Brief Description of a Generic ISP Network

A generic network topology for an I SP can be divided into two main
parts: the backbone network and customer connection networks. In
addition, it includes building blocks such as network and service
operations. The additional building blocks used in this docunent are
defined as foll ows:

" CPE" . Custoner Prem ses Equi prent
" PE" : Provider Edge Equi pnent

"Network and service operation”
. This is the part of the ISPs network that hosts the
services required for the correct operation of the
| SP"s network. These services usually include
management, supervision, accounting, billing, and
cust omer managenent applicati ons.

" Cust oner connection”
: This is the part of the network used by a custoner
when connecting to an ISP’s network. It includes the
CPE, the last hop link, and the parts of the PE
interfacing to the last hop |ink.

"Backbone" : This is the rest of the | SPs network infrastructure.
It includes the parts of the PE interfacing to the
core, the core routers of the ISP, and the border
routers used to exchange routing information wth
other ISPs (or other administrative entities).

"Dual - st ack network"
A network that natively supports both | Pv4 and | Pv6

In some cases (e.g., incumbent national or regional operators), a
gi ven customer connection network may have to be shared between or
among different 1SPs. According to the type of custonmer connection
network used (e.g., one involving only |ayer 2 devices or one

i nvol ving non-1P technol ogy), this constraint may result in
architectural considerations relevant to this docunent.

The basic conmponents in the 1SP’s network are depicted in Figure 1
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Figure 1. ISP Network Topol ogy
3. Transition Scenarios
3.1. ldentification of Stages and Scenari os

This section describes different stages an | SP mi ght consider when
i ntroducing I Pv6 connectivity into its existing |IPv4 network and the
di fferent scenarios of what nmight occur in the respective stages.

The stages here are snapshots of the ISPs network with respect to

| Pv6 maturity. Because the ISP's network is continually evolving, a
stage is a neasure of how far along the ISP has cone in terns of

i mpl ementing the functionality necessary to offer IPv6 to its

cust oners.

It is possible for a transition to occur freely between different
stages. Although a network segment can only be in one stage at a
time, the ISPs network as a whole can be in different stages.
Different transition paths can be followed fromthe first to the
final stage. The transition between two stages does not have to be
i nst ant aneous; it can occur gradually.
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Each stage has different IPv6 properties. Therefore, based on its
requi rements, an | SP can decide which set of stages it will follow
and in what order to transformits network.

Thi s docunent is not aimed at covering small |SPs, hosting providers,
or data centers; only the scenarios applicable to I SPs eligible for
at least a /32 IPv6 prefix allocation froman RIR are covered.

3.2. Stages

The stages are derived fromthe generic description of an ISP’ s
network in Section 2. Conbinations of different building blocks that
constitute an ISP's environnent |ead to a nunmber of scenarios from
whi ch the | SP can choose. The scenarios nost relevant to this
docunent are those that maxinmize an ISP's ability to offer IPv6 to
its customers in the nost efficient and feasible way. The assunption
in all stages is that the 1SPs goal is to offer both IPv4 and | Pv6
to the customer.

The four npst probabl e stages are as foll ows:

o Stage 1 Launch

o Stage 2a Backbone

o Stage 2b Cust onmer connection
o Stage 3 Conpl et e

CGenerally, an ISP is able to upgrade a current |1Pv4 network to an

| Pv4/ 1 Pv6 dual -stack network via Stage 2b, but the I Pv6 service can
al so be inplemented at a small cost by addi ng sinple tunne

nmechani sns to the existing configuration. Wen a new network is
desi gned, Stage 3 might be the first or |ast step because there are
no | egacy concerns. Neverthel ess, the absence of |Pv6 capability in
the network equi pnent can still be a linmiting factor.

Note that in every stage except Stage 1, the ISP can offer both |Pv4
and | Pv6 services to its custoners.

3.2.1. Stage 1 Scenarios: Launch

The first stage is an IPv4-only ISP with an | Pv4 customer. This is
the nmost conmon case today and is the natural starting point for the
introduction of IPv6. Fromthis stage, the ISP can nove (undergo a
transition) fromStage 1 to any other stage with the goal of offering
IPv6 to its custoner.

The i mediate first step consists of obtaining a prefix allocation

(typically a /32) fromthe appropriate RIR (e.g., AfriNIC, APN C
ARIN, LACNIC, RIPE) according to allocation procedures.
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The ISP will also need to establish I Pv6 connectivity to its upstream
providers and peers; it is of utnost inmportance to require |Pv6
transit when negotiating IP transit deals with the upstream|SPs. |f
the upstreamis not providing |IPv6 connectivity at the nonent, it may
be possible to obtain temporary connectivity froma nearby |SP

possi bly using a short configured tunnel. However, the longer-term
goal must be to require and to obtain IPv6 connectivity fromthe
transit | SPs, because otherwi se the quality of IPv6 connectivity will
l'i kel y be poor.

Connectivity to peers can typically be established either directly or
at Internet Exchange Points (1 X). Mst |Xs use techniques where |Pv6
is easy to use, and many | Xs already provide infrastructure for |Pv6
peerings. Such peerings can be done natively by using |Pv6.

Peerings over |Pv6-in-1Pv4 tunnels is al so possible but not
recormended, at least in the long term Direct connectivity to peers
may be feasible when there is direct connectivity to the peer for

| Pv4.

3.2.2. Stage 2a Scenarios: Backbone

Stage 2a deals with an ISP with | Pv4-only customer connection

net wor ks and a backbone that supports both IPv4 and IPv6. In
particular, the ISP has the possibility of making the backbone | Pv6-
capabl e through software upgrades, hardware upgrades, or a

conbi nati on of bot h.

Si nce the custoner connections have not yet been upgraded, a
tunnel i ng mechani sm has to be used to provide | Pv6 connectivity
through the | Pv4 custoner connection networks. The custoner can
termnate the tunnel at the CPE (if it has |IPv6 support) or at sone
set of devices internal to its network. That is, either the CPE or a
device inside the network could provide global |IPv6 connectivity to
the rest of the devices in the custoner’s network.

3.2.3. Stage 2b Scenarios: Custoner Connection

Stage 2b consists of an ISP with an | Pv4 backbone network and a
customer connection network that supports both | Pv4 and | Pv6.
Because the service to the customer is native |Pv6, the customer is
not required to support both IPv4 and IPv6. This is the biggest
difference fromthe previous stage. The need to exchange |Pv6
traffic still exists but might be nore conplicated than in the
previ ous case because the backbone is not |Pv6-enabled. After

conpl eting Stage 2b, the original |Pv4 backbone is unchanged. This
means that the IPv6 traffic is transported either by tunneling over
the existing | Pv4 backbone, or in an |IPv6 overlay network nore or

| ess separated fromthe |IPv4 backbone.
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Normal Iy, the ISP will continue to provide |Pv4 connectivity by using
private (NATted by the ISP) or public |IPv4 address. |In nany cases,
the custoner also has a NAT of his/her own; if so, this likely
continues to be used for | Pv4 connectivity.

3.2.4. Stage 3 Scenarios: Conplete

Stage 3 could be considered the final step in introducing |Pv6, at
least within the scope of this docunment. This stage consists of

ubi quitous 1 Pv6 service with native support for I1Pv6 and I Pv4 in both
backbone and custoner connection networks. Fromthe customer’s
perspective, it is identical to the previous stage because the
customer connection network has not changed. The requirenent for
exchanging IPv6 traffic is identical to that of Stage 2.

3.2.5. Stages 2a and 3: Conbi nation Scenari os

Sone | SPs may use different access technol ogi es of varying |IPv6
maturity. This may result in a conbination of the Stages 2a and 3:
some customer connections do not support |Pv6, but others do; in both
cases the backbone is dual -stack

This scenario is equivalent to Stage 2a, but it requires support for
native | Pv6 customer connections on some access technol ogies.

3.3. Transition Scenari os

Gven the different stages, it is clear that an ISP has to be able to
make a transition fromone stage to another. The initial stage in
this docunent is an | Pv4-only service and network. The end stage is
a dual |1Pv4/IPv6 service and networKk.

The transition starts with an I1Pv4 | SP and then noves in one of three
directions. This choice corresponds to the different transition
scenarios. Stage 2a consists of upgradi ng the backbone first. Stage
2b consists of upgrading the custoner connection network. Finally,
Stage 3 consists of introducing IPv6 in both the backbone and

cust omer connections as needed.

Because nost | SP backbone |1 Pv4 networks continually evolve (firmare
repl acenents in routers, newrouters, etc.), they can be nade ready
for 1Pv6 without additional investnent (except staff training). This
transition path nay be slower but still useful, as it allows for the
i ntroduction of IPv6 w thout any actual customer demand. This
approach may be superior to doing everything at the | ast ninute,
which may entail a higher investnent. However, it is inportant to
consi der (and to request fromvendors) |IPv6 features in all new

equi pmrent fromthe outset. Qherwise, the time and effort required
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to renove non-1Pv6-capabl e hardware fromthe network may be
significant.

3.4. Actions Needed Wien Deploying IPv6 in an | SPs Network
Exami nation of the transitions described above reveals that it is
possible to split the work required for each transition into a snall
set of actions. Each action is largely independent of the others,

and sone actions nmay be common to nultiple transitions.

Anal ysis of the possible transitions leads to a small |ist of
actions:

* Actions required for backbone transition

- Connect dual -stack custoner connection networks to other
| Pv6 networks through an | Pv4d backbone.

- Transforman | Pv4 backbone into a dual -stack one. This
action can be perforned directly or through internediate
st eps.

* Actions required for custoner connection transition

- Connect |Pv6 custoners to an | Pv6 backbone through an |Pv4
net wor k.

- Transforman | Pv4 custoner connection network into a dual -
stack one.

* Actions required for network and service operation transition
- Set up IPv6 connectivity to upstream provi ders and peers.
- Configure IPv6 functions into network conponents.

- Upgrade regul ar network managenent and nonitoring
applications to take IPv6 into account.

- Extend custoner managenent (e.g., RADIUS) mechani snms to be
able to supply 1 Pv6 prefixes and other information to
cust oners.

- Enhance accounting, billing, and so on to work with IPv6 as
needed. (Note: If dual-stack service is offered, this my
not be necessary.)

- Inplenment security for network and service operation
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Sections 4, 5, and 6 contain detail ed descriptions of each action
4. Backbone Transition Actions
4.1. Steps in the Transition of Backbone Networks

In terns of physical equipnent, backbone networks nmainly consist of
hi gh- speed core and edge routers. Border routers provide peering
with other providers. Filtering, routing policy, and policing
functions are generally managed on border routers.

In the beginning, an ISP has an | Pv4-only backbone. 1In the end, the
backbone is conpletely dual-stack. In between, internedi ate steps
may be identified:

Tunnel s Tunnel s Dual Ful
| Pv4-only ----> or ---> or + Stack --> Dual Stack
dedi cated | Pv6 dedi cated I1Pv6 routers
i nks i nks

Figure 2: Transition Path

The first step involves tunnels or dedicated |inks but |eaves

exi sting routers unchanged. Only a snmall set of routers then have

| Pv6 capabilities. The use of configured tunnels is adequate during
this step.

In the second step, sonme dual -stack routers are added, progressively,
to this network.

The final step is reached when all or alnobst all routers are
dual - st ack.

For many reasons (technical, financial, etc.), the ISP may progress
step by step or junp directly to the final one. One inportant
criterion in planning this evolution is the nunber of |IPv6 custoners
the | SP expects during its initial deploynents. |f few custoners
connect to the original IPv6 infrastructure, then the ISP is likely
to remain in the initial steps for a long tine.

In short, each intermediate step is possible, but none is nandatory.
4.1.1. MPLS Backbone
If MPLS is already deployed in the backbone, it may be desirable to

provi de | Pv6-over-MPLS connectivity. However, setting up an |Pv6
Label Switched Path (LSP) requires signaling through the MPLS
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networ k; both LDP and RSVP-TE can set up |Pv6 LSPs, but this night
requi re upgrade/change in the MPLS core network.

An alternative approach is to use BGP for signaling or to perform
for exanple, |Pv6-over-I|Pv4/MPLS, as described in [ BGPTUNNEL]. Sone
possibilities are preferable to others, depending on the specific
envi ronnent under consideration. The approaches seemto be as
fol |l ows:

1) Require that MPLS networks depl oy native |IPv6 routing and
f orwar di ng support.

2) Require that MPLS networks support native routing and
setting up of IPv6 LSPs, used for |Pv6 connectivity.

3) Use only configured tunneling over |Pv4 LSPs.

4) Use [BGPTUNNEL] to perform | Pv6-over-I|Pv4/ MPLS encapsul ation
for 1Pv6 connectivity.

Approaches 1) and 2) are clearly the best target approaches.

However, approach 1) may not be possible if the ISP is not willing to
add | Pv6 support in the network, or if the installed equipnment is not
capabl e of high performance native |IPv6 forwardi ng. Approach 2) may
not be possible if the ISPis unwilling or unable to add |IPv6 LSP
set-up support in the MPLS control plane.

Approach 4) can be used as an interimmechani smwhen other options
are unfeasi bl e or undesirable for the reasons di scussed above.

Approach 3) is roughly equival ent to approach 4) except that it does
not require additional nechanisns but may | ack scalability in the
| arger networks, especially if IPv6 is wi dely depl oyed.

4.2. Configuration of Backbone Equi pnent

In the backbone, the nunber of devices is small, and |IPv6
configuration mainly deals with routing protocol paraneters,

i nterface addresses, |oop-back addresses, access control lists, and
so on.

These | Pv6 paraneters need to be configured nmanually.
4.3. Routing

| SPs need routing protocols to advertise reachability and to find the
shortest working paths, both internally and externally.
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Either OSPFv2 or IS-ISis typically used as the IPv4 IGP. RIPv2 is
not usually used in service provider networks, as OSPF and IS-IS are
superior 1GPs. BG is the only IPv4 EGP. Static routes also are
used in both cases.

Note that it is possible to configure a given network so that it has
an | Pv6 topology different fromits |IPv4 topology. For exanple, sone
links or interfaces may be dedicated to | Pv4-only or |Pv6-only
traffic, or some routers may be dual -stack whereas others may be

| Pv4- or 1Pv6-only. In this case, routing protocols nust be able to
under stand and cope with multiple topol ogies.

4.3.1. ICGP

Once the I Pv6 topol ogy has been determi ned, the choice of IPv6 | GP
must be made: either OSPFv3 or IS 1S for IPv6. RIPng is not
appropriate in nost contexts, due to RIPv2 not being appropriate for
| Pv4 either, and is therefore not discussed here. The IGP typically
i ncludes the routers’ point-to-point and | oop-back addresses.

The nost inportant decision is whether one wi shes to have separate
routing protocol processes for IPv4 and | Pv6. Separating them
requires nore nmenory and CPU for route cal cul ations, e.g., when the
links flap. But separation provides a neasure of assurance that
shoul d problens arise with IPv6 routing, they will not affect the

| Pv4 routing protocol. In the initial phases, if it is uncertain
whet her joint IPv4-1Pv6 networking is working as intended, running
separate processes nmay be desirabl e and easier to manage.

The possi bl e conbinations are as foll ows:

- Wth separate processes:
o OSPFv2 for IPv4, IS 1S for IPv6 (only)
o OSPFv2 for |Pv4, OSPFv3 for |Pv6, or
oIlS-1Sfor IPv4, OSPFv3 for |Pv6

- Wth the same process:
o 1S 1S for both IPv4 and | Pv6

Note that if 1S 1S is used for both IPv4 and 1 Pv6, the |IPv4/IlPv6
topol ogi es nust be "convex", unless the nultiple-topology IS 1S
extensions [MII SIS] have been inplenmented (using 1S-1S for only |Pv4

or only IPv6 requires no convexity). In sinpler networks or with
careful planning of 1S 1S link costs, it is possible to keep even
i ncongruent |Pv4/1Pv6 topol ogi es "convex". The convexity problemis

explained in nmore detail with an exanple in Appendix A
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When depl oying full dual-stack in the short-term using single-
topology IS-1Sis recommended. This nay be particularly applicable
for some larger ISPs. |In other scenarios, choosing between one or
two separate processes often depends on the perceived risk to the

| Pv4 routing infrastructure, i.e., whether one wi shes to keep them
separate for the tine being. If this is not a factor, using a single
process is usually preferable for operational reasons: not having to
nmanage two protocols and topol ogi es.

The 1GP is typically only used to carry | oopback and poi nt-to-point
addresses and doesn’t include custoner prefixes or external routes.
Internal BGP (i BGP), as described in the next section, is nbst often
deployed in all routers (PE and core) to distribute routing

i nformati on about custoner prefixes and external routes.

Sone of the sinplest devices (e.g., CPE routers) may not inplenent
routing protocols other than RIPng. 1In sone cases, therefore, it may
be necessary to run RIPng in addition to one of the above | GPs, at
least in a linmted fashion, and then, by sonme nechanism to

redi stribute routing information between the routing protocols.

4.3.2. EGP
BGP is used for both internal and external BGP sessions.

BGP with multiprotocol extensions [ RFC2858] can be used for |Pv6
[ RFC2545]. These extensions enabl e the exchange of |1 Pv6 routing
i nformati on and the establishnment of BGP sessions using TCP over
| Pv6.

It is possible to use a single BGP session to advertise both | Pv4 and
| Pv6 prefixes between two peers. However, the npst comon practice
today is to use separate BGP sessions.

4.3.3. Transport of Routing Protocols

| Pv4 routing information should be carried by |IPv4 transport and,
simlarly, IPv6 routing information by |Pv6 for several reasons:

* | Pv6e connectivity may work when | Pv4 connectivity is down (or
Vi ce-versa).
* The best route for I1Pv4 is not always the best one for |Pv6.

* The I Pv4 and | Pv6 | ogical topol ogies nay be different because
the adninistrator may want to assign different netrics to a
physical link for |oad bal ancing or because tunnels nmay be in
use.
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4.4. Multicast

5.

5.

Currently, IPv6 multicast is not a major concern for nost | SPs.
However, some of them are considering deploying it. Milticast is
achi eved by using the PIMSM and Pl M SSM protocols. These al so work
with | Pv6.

I nformati on about nulticast sources is exchanged by using MSDP in

| Pv4, but MSDP is intentionally not defined for IPv6. Instead, one
shoul d use only PIM SSM or an alternative nmechani smfor conveying the
i nformati on [ EMBEDRP] .

Cust oner Connection Transition Actions
1. Steps in the Transition of Custoner Connection Networks

Cust omer connection networks are generally conposed of a small set of
PEs connected to a |large set of CPEs and may be based on different
technol ogi es dependi ng on the customer type or size, as well as the
requi red bandwi dth or even quality of service. Small unmanaged
connection networks used for public customers usually rely on

di fferent technologies (e.g., dial-up or DSL) than the ones used for

| arge customers, which typically run managed networks. Transitioning
these infrastructures to | Pv6 can be acconplished in several steps,
but sonme | SPs, depending on their perception of the risks, may avoid
some of the steps.

Connecting | Pv6 customers to an | Pv6 backbone through an | Pv4 network
can be considered a first careful step taken by an ISP to provide

| Pv6 services to its IPv4 custoners. Sonme |SPs may al so choose to
provide | Pv6 service independently fromthe regular |Pv4 service.

In any case, |Pv6 service can be provided by using tunneling

techni ques. The tunnel nay terminate at the CPE corresponding to the
| Pv4 service or in sone other part of the custoner’s infrastructure
(for instance, on |Pv6-specific CPE or even on a host).

Several tunneling techniques have already been defined: configured
tunnel s with tunnel broker, 6to4 [RFC3056], Teredo [ TEREDQ, and so
on. Sone of these are based on a specific addressing plan

i ndependent of the I1SP's allocated prefix(es), while others use a
part of the ISP's prefix. |In nost cases, using the | SP's address
space is preferable.

A key factor is the presence or absence of NATs between the two
tunnel end-points. |n nost cases, 6to4 and | SATAP are inconpatible
wi th NATs, and UDP encapsul ation for configured tunnels has not been
speci fi ed.
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Dynam ¢ and non-pernmanent |Pv4 address allocation is another factor a
tunneling technique may have to deal with. In this case, the
tunnel i ng techni ques may be nore difficult to deploy at the ISP s
end, especially if a protocol including authentication (like PPP for

| Pv6) is not used. This may need to be considered in nore detail

However, NAT traversal can be avoided if the NAT supports forwarding
protocol -41 [ PROTO41] and is configured to do so.

Firewalls in the path can al so break tunnels of these types. The
adm nistrator of the firewall needs to create a hole for the tunnel
This is usually manageable, as long as the firewall is controlled by
either the custoner or the ISP, which is al nobst always the case.

When the CPE is performng NAT or firewall functions, termnating the
tunnels directly at the CPE typically sinplifies the scenario

consi derably, avoiding the NAT and firewall traversal. |If such an
approach is adopted, the CPE has to support the tunneling mechani sm
used, or be upgraded to do so.

5.1.1. Small End Sites
Tunnel ing considerations for small end sites are discussed in
[ UNMANEVA] . These identify solutions relevant to the first category
of unmanaged networks. The tunneling requirenents applicable in
these scenarios are described in [ TUNREQS] .

The connectivity nechani sns can be categorized as "nanaged" or

"opportunistic". The forner consist of native service or a
configured tunnel (with or without a tunnel broker); the latter
i nclude 6to4 and, e.g., Teredo -- they provide "short-cuts" between

nodes using the same mechani sms and are avail able without contracts
with the ISP

The 1 SP may of fer opportunistic services, mainly a 6to4 rel ay,
especially as a test when no actual service is offered yet. At the
| ater phases, |SPs might also deploy 6to4 relays and Teredo servers
(or simlar) to optinmize their custonmers’ connectivity to 6to4 and
Teredo nodes.

Opportuni stic services are typically based on techni ques that don't
use | Pv6 addresses fromthe ISP's allocated prefix(es), and the
services have very limted functions to control the origin and the
nunber of customers connected to a given relay.

Most interesting are the managed services. Wen dual-stack is not an

option, a formof tunneling nust be used. When configured tunneling
is not an option (e.g., due to dynam c |IPv4 addressing), some form of

Lind, et al. I nf or mati onal [ Page 14]



RFC 4029 | SP Net works | Pv6 Scenari os March 2005

automation has to be used. Basically, the options are either to
depl oy an L2TP architecture (whereby the custoners would run L2TP
clients and PPP over it to initiate |IPv6 sessions) or to deploy a
tunnel configuration service. The prime candidates for tunne
configuration are STEP [ STEP] and TSP [TSP], which both also work in
the presence of NATs. Neither is analyzed further in this docunent.

5.1.2. Large End Sites
Large end sites usually have a nanaged network.

Dual -stack access service is often a possibility, as the custoner
network i s managed (although CPE upgrades may be necessary).

Configured tunnels, as-is, are a good solution when a NAT is not in
the way and the | Pv4 end-point addresses are static. |In this
scenario, NAT traversal is not typically required. [If fine-grained
access control is needed, an authentication protocol needs to be

i mpl enent ed.

Tunnel brokering sol utions have been proposed to help facilitate the
set-up of a bi-directional tunnel. Such mechanisnms are typically
unnecessary for large end-sites, as sinple configured tunneling or
nati ve access can be used instead. However, if such mechani sms woul d
al ready be deployed, large sites starting to deploy |IPv6 ni ght
benefit fromthemin any case.

Teredo is not applicable in this scenario, as it can only provide

| Pv6 connectivity to a single host, not the whole site. 6to4 is not
recommended due to its reliance on the relays and provider-

i ndependent address space, which makes it inmpossible to guarantee the
required service quality and manageability large sites typically
want .

5.2. User Authentication/Access Control Requirenents

User authentication can be used to control who can use the |Pv6
connectivity service in the first place or who can access specific

| Pv6 services (e.d., NNTP servers meant for custoners only). The
fornmer is described at nore length below. The latter can be achieved
by ensuring that for all the service-specific |Pv4 access lists,
there are al so equivalent |Pv6 access |ists.

| Pv6-specific user authentication is not always required. An exanple
woul d be a custoner of the |IPv4 service automatically having access
to the IPv6 service. |In this case, the | Pv4 access control also
provi des access to the | Pv6 services.
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When a provider does not wish to give its | Pv4 custoners autonatic
access to I Pv6 services, specific | Pv6 access control nust be
performed parallel with the I Pv4 access control. This does not inply
that different user authentication nmust be performed for |Pv6, but
merely that the authentication process may lead to different results
for IPv4 and | Pv6 access.

Access control traffic may use IPv4 or IPv6 transport. For instance,
RADI US [ RFC2865] traffic related to | Pv6 service can be transported
over | Pv4.

5.3. Configuration of Custoner Equi prent

The custoner connection networks are conmposed of PE and CPE(Ss).
Usual | y, each PE connects nultiple CPE conponents to the backbone
network infrastructure. This nunber may reach tens of thousands of
customers, or nore. The configuration of CPEis difficult for the

ISP, and it is even nore difficult when it nust be done renotely. In
this context, the use of auto-configuration nechanisns is beneficial
even if manual configuration is still an option.

The paranmeters that usually need to be provided to custoners
automatically are as foll ows:

-  The network prefix delegated by the ISP

- The address of the Domai n Name System server (DNS)

- Possibly other paraneters (e.g., the address of an NTP
server)

When user identification is required on the I SP's network, DHCPv6 may
be used to provide configurations; otherw se, either DHCPv6 or a
statel ess nmechanismmay be used. This is discussed in nore detail in
[ DUAL- ACCESS] .

Not e that when the customer connection network is shared between the
users or the 1SPs and is not just a point-to-point link,

aut henticating the configuration of the parameters (especially prefix
del egation) requires further study.

As long as IPv4 service is avail able alongside IPv6, it is not
required to auto configure I Pv6 paraneters in the CPE, except the
prefix, because the |IPv4 settings may be used.

5.4. Requirenments for Traceability
Most | SPs have sonme kind of nmechanismto trace the origin of traffic

in their networks. This also has to be available for IPv6 traffic,
nmeani ng that a specific IPv6 address or prefix has to be tied to a
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certain custonmer, or that records nust be nmaintained of which
cust omer had which address or prefix. This also applies to the
custonmers with tunnel ed connectivity.

This can be done, for exanple, by mapping a DHCP response to a

physi cal connection and storing the result in a database. It can

al so be done by assigning a static address or prefix to the custoner.
A tunnel server could also provide this mapping.

5.5. Ingress Filtering in the Custoner Connection Network

Ingress filtering nmust be deployed toward the custoners, everywhere,
to ensure traceability, to prevent DoS attacks using spoofed
addresses, to prevent illegitinmte access to the nmanagenent

i nfrastructure, and so on

Ingress filtering can be done, for exanple, by using access lists or
Uni cast Reverse Path Forwardi ng (uRPF). Mechanisns for these are
descri bed in [ RFC3704].

5.6. Ml tihom ng

Customers may desire multihom ng or nmulti-connecting for a nunber of
reasons [ RFC3582].

Mechani sns for nultihoming to nore than one ISP are still under
di scussion. One working nodel woul d depl oy at | east one prefix per
| SP and choose the prefix fromthe ISP to which traffic is sent. 1In

addition, tunnels may be used for robustness [RFC3178]. Currently,
there are no provider-independent addresses for end-sites. Such
addresses woul d enable I Pv4-style nmultihoning, with associated

di sadvant ages.

Mul ti-connecting nore than once to one ISP is a sinple practice, and
this can be done, for exanple, by using BGP with public or private AS
nunbers and a prefix assigned to the custoner.

5.7. Quality of Service

In nost networks, quality of service in one formor another is
i mportant.

Natural ly, the introduction of IPv6 should not inpair existing
Service Level Agreements (SLAs) or simlar quality assurances.

During the depl oyment of the I Pv6 service, the service could be best

effort or simlar, even if the IPv4 service has an SLA. In the end,
both I P versions should be treated equally.
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IntServ and DiffServ are equally applicable to I Pv6 and | Pv4 and work
simlarly regardl ess of IP version. O the two, typically only
Di ff Serv has been i npl enent ed.

Many bandw dt h provi sioning systens operate with |IPv4 assunptions,

e.g., taking an I Pv4 address or (set of) prefixes for which traffic
is reserved or preferred. These systens require special attention
when introducing | Pv6 support in the networks.

6. Network and Service Operation Actions

The network and service operation actions fall into different
categories as |listed bel ow

- Set up IPv6 connectivity to upstream provi ders and peers

- |1 Pve network device configuration: for initial configuration
and updat es

- |1 Pv6 network managenent

- | Pv6 nonitoring

- | Pv6 customer managenent

- | Pvbe network and service operation security

Sone of these itens will require an available |IPv6 native transport
| ayer and others will not.

As a first step, network device configuration and regul ar network
managenment operations can be performed over an |Pv4 transport,
because 1Pv6 M Bs are al so avail able. Neverthel ess, sone nonitoring
functions require the availability of I1Pv6 transport. This is the
case, for instance, when | CVMPv6 nessages are used by the nonitoring
applications.

On many platforns, the current inability to retrieve separate |Pv4
and IPv6 traffic statistics fromdual -stack interfaces for nanagenent
pur poses by using SNWP is an issue.

As a second step, IPv6 transport can be provided for any of these
network and service operation facilities.

7. Future Stages

At sone point, an ISP may want to change to a service that is |Pv6
only, at least in certain parts of its network. This transition
creates many new cases into which continued naintenance of the | Pv4
service nust be factored. Providing an |Pv6-only service is not much
different fromthe dual |Pv4/1Pv6 service described in stage 3 except
for the need to phase out the |IPv4 service. The delivery of |Pv4
services over an |IPv6 network and the phaseout of |Pv4 are issues
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left for a subsequent docunent. Note that there are sone services
which will need to naintain | Pv4 connectivity (e.g., authorative and
sone recursive DNS servers [ DNSGUI DE]) .

8. Requirenments for Follow On Wrk

This section tries to summari ze the potential itens requiring
specification in the | ETF

Work itens for which an approach was not yet apparent as of this
witing are as foll ows:

- A tunnel server/broker mechanism for the cases where the customer
connecti on networks cannot be upgraded, needs to be specified
[ TUNREQS] .

- An IPv6 site multihom ng nechani sm (or multiple ones) needs to be
devel oped.

Work itens which were already fast in progress, as of this witing,
are as follows:

- 6PE for MPLS was identified as a required mechanism and this is
already in progress [ BGPTUNNEL] .

- 1S-1S for Miultiple Topol ogi es was noted as a hel pful nechanismin
certain environnents; however, it is possible to use alternative
nmet hods to achi eve the same end, so specifying this is not
strictly required.

9. Exanpl e Networks

This section presents a nunber of different exanple networks. These
wi Il not necessarily match any existing networks but are intended to
be useful even when they do not correspond to specific target
networks. The purpose is to exemplify the applicability of the
transition nechani sns described in this docunent to a number of
different situations with different prerequisites.

The sanple network |ayout will be the sane in each network exanple.
This should be viewed as a specific representation of a generic
network with a |linted nunber of network devices. A small nunber of
routers have been used in the exanples. However, because the network
exanpl es follow the inplenentation strategi es recommended for the
generic network scenario, it should be possible to scale the exanples
to fit a network with an arbitrary nunber, e.g., several hundreds or
t housands of routers.
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The routers in the sanple network |ayout are interconnected with each
other and with another |ISP. The connection to another |SP can be
either direct or through an exchange point. A nunber of custoner
connection networks are al so connected to the routers. Custoner
connection networks can be, for exanple, xDSL or cabl e network

equi pnent .
ISP1 | |SP2
S R, + S R, +
| I |
| Router|--|--| Router|
| | |
S e + S e +
/ L e
/ \
/ \
S R, + S R, +
| | | |
| Router|----| Router
| | | |
S R, + S R, +\
| | \ | Exchange poi nt
+o-m - - + +o-m - - + \ H------ + +o-m - - +
| | | |\ || I
| Router|----]|Router|----\|Router|--|--|Switch|--
| | | | | I | --
S R, + [ +------ + S R, + S R, +
| / | |
E +/ E + |
| | |
| Accessl| | Access?2
| | |
S + S +
||I|| ||I|| | SP Net wor k
| | Cust orrer Net wor ks
Fomme oo + Ao +
| || |
| Cust oner| | Custoner|
| | |
Fomm e +  H--e----- +

Figure 3: ISP Sanpl e Network Layout
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9.1. Exanple 1

Exanpl e 1 presents a network built according to the sanple network
layout with a native |IPv4 backbone. The backbone is running I1S-1S
and I BGP as routing protocols for internal and external routes,
respectively. Miltiprotocol BGP is used to exchange routes over the
connections to | SP2 and the exchange point. Milticast using Pl MSM
routing is present. QS using DiffServ is deployed.

Access 1 is xDSL connected to the backbone through an access router.
The xDSL equi pnent, except for the access router, is considered to be
layer 2 only, e.g., Ethernet or ATM | Pv4 addresses are dynanmically
assigned to the custonmer with DHCP. No routing information is
exchanged with the customer. Access control and traceability are
performed in the access router. Customers are separated into VLANs
or separate ATM PVCs up to the access router.

Access 2 is "fiber to the building or home" (FTTB/H) connected
directly to the backbone router. This connection is considered

| ayer-3-aware, because it uses |ayer 3 switches and perforns access
control and traceability through its |layer 3 awareness by using DHCP
snoopi ng. | Pv4 addresses are dynamically assigned to the custoners
with DHCP. No routing information is exchanged with the customer.

The actual |Pv6 deploynent m ght start by enabling I Pv6 on a couple
of backbone routers, configuring tunnels between them (if not

adj acent) and connecting to a few peers or upstream providers (either
through tunnels or at an internet exchange).

After a trial period, the rest of the backbone is upgraded to dual -
stack, and IS-1S, without multi-topol ogy extensions (the upgrade
order is considered with care), is used as an IPv6 and | Pv4d | GP
During an upgrade until |1Pv6 custoners are connected behind a
backbone router, the convexity requirement is not critical: The
routers will just not be reachable with I Pv6. Software supporting

| Pv6 could be installed even though the routers woul d not be used for
(customer) IPve traffic yet. That way, |Pv6 could be enabled in the
backbone as needed.

Separate | Pv6 BGP sessions are built simlarly to I Pv4. Milticast
(through SSM and Enbedded-RP) and DiffServ are offered at a | ater
phase of the network, e.g., after a year of stable |IPv6 unicast
oper ations.

O fering native service as quickly as possible is inportant. 1In the
meanti me, however, a 6to4 relay may be provided in the nmeantime for
optim zed 6to4 connectivity and may al so be conbined with a tunne
broker for extended functionality. Operating as bridges at Layer 2
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only, xDSL equi pnment does not require changes in CPE: |Pv6
connectivity can be offered to the custonmers by upgrading the PE
router to IPv6. In the initial phase, only Router Advertisenents are
used; DHCPv6 Prefix Del egation can be added as the next step if no

ot her mechani snms are avail abl e.

The FTTB/ H access has to be upgraded to support access control and
traceability in the switches, probably by using DHCP snooping or a
simlar IPv6 capability, but it also has to be conpatible with prefix
del egation, not just address assignnent. This could, however, |ead
to the necessity to use DHCPv6 for address assignment.

9.2. Exanple 2

In example 2, the backbone is running IPv4 with MPLS and is using
OSPF and IBGP for internal and external routes, respectively. The
connections to I SP2 and the exchange point run BGP to exchange
routes. Milticast and QoS are not depl oyed.

Access 1 is a fixed line, e.g., fiber, connected directly to the
backbone. Routing information is in sonme cases exchanged with CPE at
the customer’s site; otherwi se static routing is used. Access 1 can
al so be connected to a BGP/ MPLS- VPN running in the backbone.

Access 2 is xDSL connected directly to the backbone router. The xDSL
is layer 2 only, and access control and traceability are achieved

t hrough PPPoE/ PPPoA. PPP al so provi des address assignment. No
routing information is exchanged with the custoner.

| Pv6 depl oynent m ght start with an upgrade of a couple of PE routers
to support [BGPTUNNEL], as this will allow | arge-scale |Pv6 support

wi t hout hardware or software upgrades in the core. |In a |later phase,
native IPv6 traffic or IPv6 LSPs would be used in the whol e network.
In this case, 1S 1S or OSPF could be used for the internal routing,
and a separate | Pv6 BGP session would be run

For the fixed-line custonmers, the CPE has to be upgraded, and prefix
del egati on usi ng DHCPv6 or static assignnment would be used. An |Pv6
MBGP session woul d be used when routing information has to be
exchanged. In the xDSL case, the same conditions for |IP-tunneling
apply as in Exanple 1. In addition to IP-tunneling, a PPP session
can be used to offer | Pv6 access to a limted nunber of custoners.
Later, when clients and servers have been updated, the | Pv6 PPP
session can be replaced with a conbi ned PPP session for both |IPv4 and
| Pv6. PPP has to be used for address and prefix assignnent.

Lind, et al. I nf or mati onal [ Page 22]



RFC 4029 | SP Net works | Pv6 Scenari os March 2005

9.

10.

L

3. Exanple 3

A transit provider offers IP connectivity to other providers, but not
to end users or enterprises. 1S-1S and IBGP are used internally, and
BGP is used externally. |Its accesses connect Tier-2 provider cores.
No multicast or QoS is used.

As this type of transit provider has a nunber of custoners, who have
a large nunber of custoners in turn, it obtains an address allocation
froman RIR  The whol e backbone can be upgraded to dual-stack in a
reasonably short time after a trial with a couple of routers. |Pv6
routing is performed by using the sane IS 1S process and separate

| Pv6 BGP sessions.

The | SP provides IPv6 transit to its custoners for free, as a
conpetitive advantage. It also provides, at the first phase only, a
configured tunnel service with BGP peering to the significant sites
and custoners (those with an AS nunber) who are the custoners of its
custonmers whenever its own custonmer networks are not offering |IPv6.
This is done both to introduce themto IPv6 and to create a
beneficial side effect: A bit of extra revenue is generated fromits
direct custoners as the total ampunt of transited traffic grows.

Security Considerations

Thi s docunent anal yzes scenarios and identifies transition mechani sns
that could be used for the scenarios. It does not introduce any new
security issues. Security considerations of each nechanism are
described in the respective docunents.

However, a few generic observations are in order.

0o Introducing |IPv6 adds new cl asses of security threats or
requi res adopting new protocols or operational nodels than
those for IPv4; typically these are generic issues, to be
di scussed further in other docunents, for exanple, [V6SEC.

o The nore conplex the transition nmechani snms enpl oyed becone, the
nore difficult it will be to manage or anal yze their inmpact on
security. Consequently, sinple nechanisns are preferable.

o This docunent has identified a nunber of requirenents for
anal ysis or further work that should be explicitly considered
when adopting I Pv6: how to perform access control over shared
nmedi a or shared | SP custonmer connection nmedia, how to nanage
the configurati on managenent security on such environnents
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11.

12.

(e.g., DHCPv6 authentication keying), and how to manage
custoner traceability if stateless address autoconfiguration is
used.
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Appendi x A:  Convexity Requirenents in Single Topology IS 1S

The single-topology IS 1S convexity requirements could be summari zed,
fromIPv4/ 6 perspective, as follows:

1) "any |P-independent path froman IPv4 router to any other |Pv4
router nust only go through routers which are | Pv4-capable", and

2) "any | P-independent path froman |IPv6 router to any other |Pv6
router nmust only go through routers which are | Pv6-capable”.

As 1S 1S is based upon CLNS, these are not trivially acconplished.
The single-topology |S-1S builds paths which are agnostic of IP
versi ons.

Consi der an exanpl e scenario of three |IPv4/I|Pv6-capable routers and
an | Pvd-only router:

cost 5 R4 cost 5
ymmmmm-- [v4/v6] ----- .
/ \
[v4/v6] ------ [ v4 ] ----- [va] v6]

R1 cost 3 R3 cost 3 R2

Here the second requirenent would not hold. |Pv6 packets fromRl to
R2 (or vice versa) would go through R3, which does not support |Pv6,
and the packets woul d get discarded. By reversing the costs between
R1-R3, R3-R2 and R1-R4,R4-R2 the traffic would work in the norma
case, but if alink fails and the routing changes to go through R3,
the packets would start being di scarded again

Lind, et al. I nf or mati onal [ Page 26]



RFC 4029 | SP Net works | Pv6 Scenari os March 2005

Aut hors’ Addr esses

M kael Lind

Tel i aSoner a

Vi t sandsgat an 9B

SE- 12386 Farsta, Sweden

EMail: mkael.lind@eliasonera.com

VI adi m r Ksi nant

Thal es Commruni cati ons
160, boul evard de Val ny
92704 Col onbes, France

EMail: vladimr.ksinant@r.thal esgroup. com
Soohong Dani el Park

Mobi | e Pl atform Laboratory, SAMSUNG El ectronics.
416, Maet an-3dong, Pal dal - GQu,

Suwon, Gyeonggi - do, Korea

EMai | : soohong. par k@ansung. com

Al ai n Baudot

France Tel ecom R&D Di vi si on

42, rue des coutures

14066 Caen - FRANCE

EMai | : al ai n. baudot @r ancet el ecom com
Pekka Savol a

CSC/ FUNET

Espoo, Finl and

EMai | : psavol a@unet . fi

Lind, et al. I nf or mati onal [ Page 27]



RFC 4029 | SP Net works | Pv6 Scenari os March 2005

Ful | Copyright Statenent
Copyright (C The Internet Society (2005).

Thi s docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights.
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rights that may cover technology that may be required to inpl enent
this standard. Pl ease address the information to the IETF at ietf-
ipr@etf.org.
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