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Abst r act

Et hernet VLANs are quite commonly used in enterprise networks for the
purposes of traffic segregation. This docunment describes how such
VLANs can be readily used to deploy IPv6 networking in an enterprise,
whi ch focuses on the scenario of early deploynent prior to

avail ability of |Pv6-capable switch-router equipment. In this

nmet hod, 1 Pv6 nmay be routed in parallel with the existing IPv4 in the
enterprise and delivered at Layer 2 via VLAN technol ogy. The |Pv6
connectivity to the enterprise may or may not enter the site via the
sanme physical |ink.

Tabl e of Contents

1. Introduction . .

2. Enabling I Pv6 per L|nk - .

| Pv6 Routing over VLAhb . .

One VLAN per Router Interface . . .
Col | apsed VLANs on a Single Interface .
Congruent |1Pv4 and | Pv6 Subnets .

| Pv6 Addressing . S

Fi nal 1Pv6 Deploynent

Exanple VLAN Topol ogy .

Security Considerations .

Acknowl edgenent s

Informati ve References . . .

Append|x A.  Configuration Exanple

SISESISISEN
DU AN

SIS
O~N~N~NOOOTOTORArPRWWN

Chown | nf or mati onal [ Page 1]



RFC 4554 VLANs for |Pv4-1Pv6 Coexi stence June 2006

1

| ntroducti on

Et hernet VLANs are quite commonly used in enterprise networks for the
purposes of traffic segregation. This document describes how such
VLANs can be readily used to deploy IPv6 networking in an enterprise,
i ncluding the scenario of early deploynment prior to availability of

| Pv6- capabl e switch-router equi pnent, where |Pv6 may be routed in
parallel with the existing IPv4 in the enterprise and delivered to
the desired LANs via VLAN technol ogy.

It is expected that in the long run, sites mgrating to dual-stack
networking will either upgrade existing switch-router equipnent to

support |Pv6 or procure new equi pnent that supports IPv6. If a site
al ready has production routers depl oyed that support |Pv6, the
procedures described in this document are not required. 1In the

interim however, a nmethod is required for early |IPv6 adopters that
enables 1Pv6 to be deployed in a structured, nmanaged way to sone or
all of an enterprise network that currently lacks I Pv6 support inits
core infrastructure

The | EEE 802.1Q VLAN standard all ows separate LANs to be depl oyed
over a single bridged LAN, by inserting "Virtual LAN' tagging or
menbership information into Ethernet frames. Hosts and switches that
support VLANs effectively all ow software-based reconfiguration of
LANs t hrough configuration of the tagging paraneters. The software
control means that VLANs can be used to alter the LAN infrastructure
wi t hout having to physically alter the wiring between the LAN
segnents and Layer 3 routers.

Many | Pv4 enterprise networks are utilising VLAN technol ogy. Were a
site does not have | Pv6-capable Layer 2/3 switch-router equipnent,

but VLANs are supported, a sinple yet effective nethod exists to
gradual ly introduce IPv6 to sone or all of that site’'s network, in
advance of the site’'s core infrastructure having dual - stack
capability.

If such a site wishes to introduce IPv6, it may do so by deploying a
parallel 1Pv6 routing infrastructure (which is likely to be a
different platformto the site’'s main infrastructure equi pnent, i.e.,
one that supports |IPv6 where the existing equi pment does not), and
then using VLAN technology to "overlay"” IPv6 |inks onto existing |Pv4
links. This can be achieved w t hout needing any changes to the |Pv4
configuration. The VLANs don't need to differentiate between |Pv4
and | Pv6; the deploynent is just dual-stack, as Ethernet is wthout
VLANSs.
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The 1 Pv4 default route to the VLAN is provided by one (IPv4) router,
while the IPv6 default route to the VLAN is provided by a different
(I'Pv6) router. The IPv6 router can provide native |IPv6 connectivity
to the whole site with just a single physical interface, thanks to
VLAN taggi ng and trunking, as described bel ow

The 1 Pv6 connectivity to the enterprise nay or may not enter the site
via the same physical link as the IPv4 traffic, and may be native or
tunneled fromthe external provider to the |Pv6 routing equi pnent.

This VLAN usage is a solution adopted by a nunber of sites already,
i ncludi ng that of the author

It should be noted that a parallel infrastructure will require
additional infrastructure and thus cost, and will often require a
separate link into the site (froman IPv6 provider), quite possibly
tunnel ed, that will require the site’s security policy to be applied
(e.g., firewalling and intrusion detection). For sites that believe
early adoption of IPv6 is inmportant, that price is one they may be
quite willing to pay. However, this docunment focuses on the

techni cal issues of VLAN usage in such a scenario.

2. Enabling I Pv6 per Link

The preci se nethod by which IPv6 would be "injected" into the
existing IPv4 network is deploynent specific. For exanple, perhaps a
site has an | Pv4-only router, connected to an Ethernet sw tch that
supports VLANs and a number of hosts connected to that VLAN. Let’s
further assume that the site has a dozen of these setups that it

wi shes to | Pv6-enable i mediately. This could be done by upgrading
the twelve routers to support |IPv6, and turning |IPv6 on those
routers. However, this may not be practical for various reasons.

The sinpl est approach would be to connect an I Pv6 router with one
interface to an Ethernet switch, and connect that switch to other

swi tches, and then use VLAN tags between the switches and the | Pv6
router to "reach" all the IPv4-only subnets fromthe I Pv6 router.
Thus, the general principle is that the I Pv6 router device (e.qg.
performng | Pv6 Router Advertisements [1] in the case of stateless
aut oconfiguration) is connected to the target |ink through the use of
VLAN- capabl e Layer 2 equi pnent.

2.1. |Pve Routing over VLANs
In a typical scenario where connectivity is to be offered to a nunber
of existing IPv6 internal subnets, one IPv6 router could be depl oyed,

with both an external interface and one or nore internal interfaces.
The external interface connects to the wider |IPv6 internet, and may
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2.

2.

be dual -stack if sonme tunnel mechanismis used for externa
connectivity, or IPv6-only if a native external connection is
avai |l abl e.

The internal interface(s) can be connected directly to a VLAN- capabl e
switch. 1t is then possible to wite VLAN tags on the packets sent
fromthe internal router interface based on the target IPv6 |ink
prefix. The VLAN-tagged traffic is then transported across the
internal VLAN- capable site infrastructure to the target |1Pv6 |inks
(which may be dispersed widely across the site network).

Where the IPv6 router is unable to VLAN-tag the packets, a protocol -
based VLAN can be created on the VLAN capabl e device connected to the
| Pv6 router, causing IPv6 traffic to be tagged and then redistributed
on (congruent) |1Pv4 subnet links that lie in the same VLAN.

2. One VLAN per Router Interface

The VLAN narking nay be done in different ways. Sone sites may
prefer to use one router interface per VLAN, for exanple, if there
are three internal I1Pv6 |inks, a standard PC-based | Pv6 router with
four Ethernet ports could be used, one for the external |ink and
three for the internal links. In such a case, one switch port would
be needed per link, to receive the connectivity fromeach router
port.

In such a deployment, the IPv6 routing could be cascaded through
lower-tier internal IPv6-only routers. Here, the internal-facing
ports on the |1 Pv6 edge router may feed other 1 Pv6 routers over |Pv6-
only links, which in turn inject the IPv6 connectivity (the stub

i nks using 64-bit subnet prefixes and associ ated Router
Advertisenments) into the VLANSs.

3. Collapsed VLANs on a Single Interface

Using nmultiple IPv6 routers and one port per IPv6 link (i.e., VLAN)
may be unnecessary. Many devi ces now support VLAN taggi ng based on
virtual interfaces such that nultiple |IPv6 VLANs coul d be assi gned
(trunked) from one physical router interface port. Thus, it is
possible to use just one router interface for "aggregated" VLAN
trunking froma switch. This is a far nore interesting case for a
site planning the introduction of IPv6 to (part of) its site network.

This approach is viable while the IPv6 traffic load is light. As
traffic volume grows, the single collapsed interface could be
extended to utilise two or nore physical ports, where the capacity of
the IPv6 router device allows it.
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2.4. Congruent |Pv4 and | Pv6 Subnets

Such a VLAN- based technique can be used to deploy IPv6-only VLANs in
an enterprise network. However, nost enterprises will be interested
i n dual -stack | Pv4-1Pv6 networ ki ng.

In such a case, the | Pv6 connectivity may be injected into the

exi sting | Pv4 VLANs, such that the IPv4 and | Pv6 subnets are
congruent (i.e., they coincide exactly when superinposed). Such a
met hod may have desirabl e adm nistrative properties; for exanple, the
devices in each | Pv4 subnet will be in the same | Pv6 subnets al so.
This is the nmethod used at the author’s site.

Furthernore, |Pv6-only devices nmay be gradually added into the subnet
wi t hout any need to resize the | Pv6 subnet (which may hold in effect
an infinite number of hosts in a /64 in contrast to | Pv4d where the
subnet size is often relatively limted, or kept to a m ninum

possi bly due to address space usage concerns). The lack of
requirenent to periodically resize an | Pv6 subnet is a usefu

admi ni strative advantage for |Pv6.

2.5. 1 Pv6 Addressing

One site using this VLAN techni que has chosen to nunber its |Pv6
links with the format [Site IPv6 prefix]:[VLAN ID]::/64. The VLAN
tag is 16 bits, so this can work with a typical maxi mum 48-bit site
prefix. Linking the VLANID into a site’'s addressing scheme may not
fit topology and aggregation, and thus is not necessarily a
recommended addressing plan, but some sites may wish to consider its
usage.

2.6. Final |Pv6 Depl oynent

The VLAN technique for |1 Pv6 depl oyment offers a nore structured
alternative to opportunistic per-host intra-site tunnelling methods
such as Intra-Site Automatic Tunnel Addressing Protocol |SATAP [2].
It has the ability to offer a sinple yet efficient nmethod for early
| Pv6 deploynment to an enterprise site.

VWen the site acquires |Pv6-capable switch-router equi pnent, the
VLAN- based nethod can still be used for delivery of IPv6 links to
physical switch interfaces, just as it is comonly used today for
| Pv4 subnets, but with a conmon routing infrastructure.
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3. Exanpl e VLAN Topol ogy

The followi ng figure shows how a VLAN topol ogy may be used to
introduce IPv6 in an enterprise network, using a parallel 1Pv6
routing infrastructure and VLAN taggi ng.

External |Pv6 Internet

|
| Pv6 Access Router

|
Switch-router with VLAN support

| Site enterprise infrastructure
| with support for VLANs |

o oo - +
| |
VLAN switch A VLAN switch B
| | |
Subnet 1 Subnet 2 Subnet 3

Figure 1: I Pv6 depl oynent using VLANs (physical diagram

In this scenario, the I Pv6 access router has one physical port facing
toward the internal infrastructure. In this exanple, it need only be
| Pv6-enabl ed, as its purpose is solely to handle IPv6 traffic for the
enterprise. The access router has an additional interface facing
toward the external infrastructure, which in this exanple could be
dual -stack if the external |Pv6 connectivity is via a tunnel to an

| Pv6 | SP

A nunber of VLANs are handl ed by the internal-facing | Pv6 router
port; in this case, IPv6 links Subnetl, Subnet2, Subnet3. The VLANs
are seen as |ogical subinterfaces of the physical interface on the

| Pv6 access router, which is using the "collapsed VLAN' nethod
descri bed above, tagging the inbound traffic with one of three VLAN
| Ds depending on the target |Pv6 Subnet prefix.
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The followi ng figure shows how the I Pv6 view of the depl oynent | ooks;
all I Pv6 subnets are on-link to the I Pv6 access router, whether or
not they share the sane physical |inks over the VLAN infrastructure.

External |Pv6 | nternet

|
Site | Pv6 Access Router
| | |

| | |
Subnet1 Subnet 2 Subnet 3
Figure 2: IPv6 view of the deploynent (logical view)

In this exanple, the router acts as an | Pv6 first-hop access router
to the physical |inks, separately fromthe IPv4 first-hop router.
This technique allows a site to easily "inject"” native IPv6 into al
the links where a VLAN-capable infrastructure is avail able, enabling
partial or full 1Pv6 deploynent on the wire in a site.

Security Consi derations

There are no additional security considerations particular to this
nmet hod of enabling IPv6 on a |ink.

Where the I Pv6 connectivity is delivered into the enterprise network
by a different path fromthe |1 Pv4 connectivity, care should be given
that equival ent application of security policy (e.g., firewalling) is
made to the | Pv6 path.
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Appendi x A, Configuration Exanpl e

HHEHFEHFEHFHFHFHHHHEHERER

Thi s section describes a configuration exanple for using a conputer
runni ng the FreeBSD variant of the Berkeley Software Distribution
(BSD) operating systemas a router to deploy |IPv6 networking across a
nunber of IPv6 links on an enterprise (in this case, six links), for
a scenario simlar to the one descri bed above. Here, the precise
configuration may of course vary depending on the existing site VLAN
depl oyment. This section highlights that the VLAN configuration nust
be manual Iy configured; the support is not "automatic".

In this exanple, the configuration is for an I Pv6 BSD router
connected directly to a site’'s external |Pv6 access router. The BSD
router has one interface (dcO) toward the site |IPv6 access router,
and three interfaces (dcl, dc2, dc3) over which the internal routing
is performed (the nunber of interfaces can be varied; three are used
here to distribute the traffic |load). The |IPv6 docunentation prefix
(2001: db8::/32) is used in the exanple.

- Exanple I Pv6 VLAN configuration, FreeBSD ---

To 1 Pv6 enable a vlan

1. Add a new vlan device to cloned_interfaces called vlanX
2. Add an ifconfig_vlanX line, the nunber is the vlan tag ID
3. Add vlanX to ipv6_network_interfaces

4. Add an ipv6_ifconfig vianX line, with a new uni que prefix
5. Add vlanX to rtadvd_interface

6. Add vlanX to ipv6_router_flags

### | nt erfaces ###

# Bring physical interfaces up
i fconfig_dcO="up"
i fconfig_dcl="up"
i fconfig _dc2="up"
i fconfig dc3="up"
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# Create VLan interfaces
cl oned_interfaces="vl an0 vl anl vl an2 vl an3 vl an4 vl an5 vl an6"

# Upstreamlink to I Pv6 Access Router
i fconfig_vlan0="vlan 37 vl andev dc0"

# Downstream interfaces, |oad bal ance over interfaces dcl, dc2,dc3

i fconfig_vlanl="vlan 11 vl andev dcl" # Subnetl
i fconfig_vlan2="vlan 17 vl andev dc2" # Subnet2
i fconfig_vlan3="vlan 24 vl andev dc3" # Subnet3
i fconfig_vlan4="vlan 25 vl andev dcl" # Subnet4
i fconfig vlan5="vlan 34 vl andev dc2" # Subnet5
i fconfig vlan6="vlan 14 vl andev dc3" # Subnet6

#H## | Pv6 ###

# Enabl e i pv6
i pv6_enabl e=" YES"

# Forwar di ng
i pv6_gat eway_enabl e=" YES"

# Define Interfaces
i pv6_network_interfaces="vlan0 vlanl vlan2 vl an3 vl an4 vl an5 vl an6"
# Define addresses

i pv6_i fconfig_vl an0="2001: db8: d0: 101:: 2 prefixlen 64" # Uplink

i pv6_i fconfig_vlanl="2001: db8: d0: 111::1 prefixlen 64" # Subnetl
i pv6_ifconfig_vlan2="2001: db8: d0: 112::1 prefixl en 64" # Subnet?2
i pv6_ifconfig_vlan3="2001: db8: d0: 121::1 prefixlen 64" # Subnet3
i pv6_ifconfig_vlan4="2001: db8:d0: 113::1 prefixlen 64" # Subnet4
i pv6_ifconfig_vlan5="2001: db8: d0: 114::1 prefixlen 64" # Subnet5
i pv6_i fconfig_ vl an6="2001: db8: d0: 115::1 prefixl en 64" # Subnet6

# Router advertisenents
rtadvd_enabl e=" YES"
rtadvd i nterfaces="-s vlan0O vlanl vlan2 vlan3 vlan4 vl an5 vl an6"

### Routing ###
# Ml ti cast

nr out e6d_enabl e=" YES"
nT out e6d_pr ogr ane"/ shi n/ pi nbsd"
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# Rl P-ng

i pv6_rout er _enabl e="YES"

i pv6_router_flags="-N dcO, dcl, dc2, dc3, vlanl, vl an2, vl an3,
vl an4, vl an5, vl an6"

--- End of configuration ---

Note that if there was only one internal-facing interface, then again
so long as the OS supported VLAN trunking, all the VLAN IDs coul d be
associated to that interface (dcl, for exanple).

The VLAN I Ds need to be nmanaged by the site adm nistrator, but would
probably al ready be assigned for existing |IPv4 subnets (ones into
which I Pv6 is being introduced).

For a large enterprise, a conbination of internal tunnels and VLAN
usage could be used; the whole site need not be enabled by VLAN
tagging alone. This choice is one for the site admnistrator to
make.
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