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Abst ract

Thi s docunent specifies an extensi on of OSPFv3 to support nobile ad
hoc networks (MANETsS). The extension, called OSPF-MDR, is designed
as a new OSPF interface type for MANETs. OSPF-MDR is based on the
sel ection of a subset of MANET routers, consisting of MANET

Desi gnhated Routers (MDRs) and Backup MDRs. The MDRs form a connected
donmi nating set (CDS), and the MDRs and Backup MDRs together forma
bi connected CDS for robustness. This CDS is exploited in two ways.
First, to reduce flooding overhead, an optimzed fl oodi ng procedure
is used in which only (Backup) MDRs flood new link state
advertisenents (LSAs) back out the receiving interface; reliable
flooding is ensured by retransmtting LSAs al ong adj acenci es.

Second, adjacencies are formed only between (Backup) MDRs and a
subset of their neighbors, allowing for nuch better scaling in dense
networks. The CDS is constructed using 2-hop nei ghbor information
provided in a Hello protocol extension. The Hello protocol is
further optimzed by allowing differential Hellos that report only
changes in nei ghbor states. Options are specified for originating
router-LSAs that provide full or partial topology infornation

al l owi ng overhead to be reduced by advertising | ess topol ogy

i nf or mati on.

Status of This Meno
This meno defines an Experinental Protocol for the Internet
conmunity. It does not specify an Internet standard of any kind.

Di scussi on and suggestions for inprovenment are requested.
Distribution of this meno is unlimnted.
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1

| ntroducti on

Thi s docunent specifies an extension of OSPFv3 [ RFC5340] to support a
new i nterface type for nobile ad hoc networks (MANETs), i.e., for

br oadcast - capabl e, multi hop wirel ess networks in which routers and
hosts can be nobile. Note that OSPFv3 is specified by describing the
nodi fications to OSPFv2 [ RFC2328]. This MANET extension of OSPFv3 is
al so applicable to non-nobile mesh networks using |ayer-3 routing.
Thi s extension does not preclude the use of any existing OSPF
interface types, and is fully conpatible with | egacy OSPFv3

i mpl enent ati ons.

Exi sting OSPF interface types do not perform adequately in MANETs,
due to scaling issues regarding the flooding protocol operation
inability of the Designated Router election protocol to converge in
all scenarios, and | arge nunbers of adjacenci es when using a point-
to-nultipoint interface type.

The approach taken is to generalize the concept of an OSPF Desi gnat ed
Router (DR) and Backup DR to multihop wireless networks, in order to
reduce overhead by reduci ng the nunber of routers that must flood new
LSAs and reduci ng the number of adjacencies. The generalized
(Backup) Designated Routers are called (Backup) MANET Desi gnated
Routers (MDRs). The MDRs form a connected dom nating set (CDS), and
the MDRs and Backup MDRs together form a biconnected CDS for
robustness (if the network itself is biconnected). By definition
each router in the MANET either belongs to the CDS or is one hop away
fromit. A distributed algorithmis used to select and dynami cally
mai ntai n the bi connected CDS. Adjacencies are established only

bet ween (Backup) MDRs and a subset of their neighbors, thus resulting
in a dramatic reduction in the nunber of adjacencies in dense

net wor ks, conpared to the approach of form ng adjacenci es between al
nei ghbor pairs. The OSPF extension is called OSPF-NMDR

Hel | o packets are nodified, using OSPF |ink-local signaling (LLS; see
[ RFC5613]), for two purposes: to provide neighbors with 2-hop

nei ghbor information that is required by the MDR sel ection algorithm
and to allow differential Hellos that report only changes in nei ghbor
states. Differential Hellos can be sent nore frequently w thout a
significant increase in overhead, in order to respond nmore quickly to
t opol ogy changes.

Each MANET router advertises a subset of its MANET nei ghbors as
point-to-point links in its router-LSA. The choice of which

nei ghbors to advertise is flexible, allow ng overhead to be reduced
by advertising | ess topology information. Options are specified for
originating router-LSAs that provide full or partial topol ogy

i nformation.
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Thi s docunent is organized as follows. Section 2 presents an
overvi ew of OSPF-MDR, Section 3 presents the new interface and

nei ghbor data items that are required for the extension, Section 4
describes the Hello protocol, including procedures for maintaining
the 2-hop nei ghbor information, Section 5 describes the MDR sel ection
algorithm Section 6 describes changes to the Interface state

machi ne, Section 7 describes the procedures for formng adjacencies
and deci di ng whi ch nei ghbors shoul d becone adjacent, Section 8

descri bes the flooding procedure, Section 9 specifies the

requi rements and options for the contents of router-LSAs, and Section
10 describes changes in the calculation of the routing table.

The appendi ces specify packet formats, detailed algorithns for the
MDR sel ection algorithm an algorithmfor the selection of a subset
of neighbors to advertise in the router-LSA to provide shortest-path
routing, a proposed option that uses non-ackable LSAs to provide
periodic flooding wi thout the overhead of Link State Acknow edgnents,
and simulation results that predict the perfornance of OSPF-MDR in
nobil e networks with up to 200 nodes. Additional information and
resources for OSPF-MDR can be found at http://ww. manet-routing. org.

1.1. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

In addition, this document uses the follow ng terms:

MANET | nterface
A MANET Interface is a new OSPF interface type that supports
br oadcast - capabl e, multi hop wireless networks. Two nei ghboring
routers on a MANET interface may not be able to communicate
directly with each other. A neighboring router on a MANET
interface is called a MANET nei ghbor. MANET nei ghbors are
di scovered dynanmically using a nodification of OSPF s Hello
pr ot ocol

MANET Rout er
A MANET Router is an OSPF router that has at | east one MANET
i nterface.

Differential Hello
A Differential Hello is a Hell o packet that reduces the overhead
of sending full Hellos, by including only the Router |Ds of
nei ghbors whose state changed recently.
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2-Hop Nei ghbor I nfornmation
This information specifies the bidirectional neighbors of each
nei ghbor. The nodified Hello protocol provides each MANET router
wi th 2-hop nei ghbor information, which is used for selecting MDRs
and Backup MDRs.

MANET Desi gnat ed Router (MDR)
A MANET Designated Router is one of a set of routers responsible
for flooding new LSAs, and for determning the set of adjacencies
that nmust be forned. The set of MDRs forms a connected donmi nating
set and is a generalization of the DR found in broadcast networKks.
Each router runs the MDR sel ection algorithmfor each MANET
interface, to decide whether the router is an MDR, Backup MDR, or
neither for that interface.

Backup MANET Desi ghat ed Router (Backup MDR or BMDR)
A Backup MANET Designated Router is one of a set of routers
responsi bl e for providing backup fl oodi ng when nei ghbori ng MDRs
fail. The set of MDRs and Backup MDRs forns a bi connected
dominating set. The Backup MDR is a generalization of the Backup
DR found in broadcast networks.

MDR Ot her
A router is an MDR Gther for a particular MANET interface if it is
nei ther an MDR nor a Backup MDR for that interface.

Par ent
Each router selects a Parent for each MANET interface. The Parent
of a non-MDR router will be a neighboring MDR if one exists. The

Parent of an MDR is always the router itself. Each non-MDR router
beconmes adjacent with its Parent. The Router ID of the Parent is
advertised in the DR field of each Hello sent on the interface.

Backup Parent

If the option of biconnected adjacencies is chosen, then each MDR
O her selects a Backup Parent, which will be a nei ghboring MDR or

BVDR i f one exists that is not the Parent. The Backup Parent of a
BMDR i s always the router itself. Each MDR Qther becones adjacent
with its Backup Parent if it exists. The Router |ID of the Backup

Parent is advertised in the Backup DR field of each Hello sent on

the interface.

Bi di recti onal Nei ghbor

A bidirectional neighbor is a neighboring router whose nei ghbor
state is 2-Way or greater.
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Rout abl e Nei ghbor
A bidirectional MANET nei ghbor becomes routable if the SPF
cal cul ati on has produced a route to the nei ghbor and the nei ghbor
satisfies a quality condition. Once a nei ghbor becones routabl e,
it remains routable as long as it remains bidirectional. Only
rout abl e and Full nei ghbors can be used as next hops in the SPF
cal cul ati on, and can be included in the router-LSA origi nated by
the router.

Non- FlI oodi ng MDR
A non-flooding MDR is an MDR that does not automatically fl ood
recei ved LSAs back out the receiving interface, but perforns
backup flooding Iike a BMDR  Sonme MDRs mmy decl are thensel ves
non-fl ooding in order to reduce floodi ng overhead.

2. Overview

This section provides an overview of OSPF-MDR, including notivation
and rationale for sone of the design choices.

OSPF- MDR was notivated by the desire to extend OSPF to support

MANETs, whil e keeping the sane design phil osophy as OSPF and usi ng
techniques that are simlar to those of OSPF. For exanple, OSPF
reduces overhead in a broadcast network by electing a Designated
Router (DR) and Backup DR, and by having two nei ghboring routers form
an adj acency only if one of themis the DR or Backup DR. This idea
can be generalized to a multi hop wireless network by formng a
spanning tree, with the edges of the tree being the adjacencies and
the interior (non-leaf) nodes of the tree being the generalized DRs,
cal l ed MANET Desi gnated Routers (MDRS).

To provide better robustness and fast response to topol ogy changes,

it was decided that a router shoul d decide whether it is an MDR based
only on local information that can be obtai ned from nei ghbors’

Hellos. The resulting set of adjacencies therefore does not always
forma tree globally, but appears to be a tree locally. Simlarly,
the Backup DR can be generalized to Backup MDRs (BMDRs), to provide
robust ness through bi connected redundancy. The set of MDRs forns a
connected dom nating set (CDS), and the set of MDRs and BVMDRs forns a
bi connected dominating set (if the network itself is biconnected).

The foll owi ng subsections provide an overvi ew of each of the main

features of OSPF-MDR, starting with a summary of how MDRs, BMDRs, and
adj acenci es are sel ect ed.
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2.1. Selection of MDRs, BMDRs, Parents, and Adjacencies

The MDR selection algorithmis distributed; each router selects

itself as an MDR, BMDR, or other router (called an "MDR Ot her") based
on information about its one-hop nei ghborhood, which is obtained from
Hel | o packets received from nei ghbors. Routers are ordered

| exi cographi cally based on the tuple (RtrPri, MDR Level, RI D), where
RtrPri is the Router Priority, MDR Level represents the current state
of the router (2 for an MDR, 1 for a BMDR, and O for an MDR Ot her),
and RIDis the Router ID. Routers with |exicographically |arger
values of (RtrPri, MDR Level, RID) are given preference for becom ng
MDRs.

The MDR sel ection algorithmcan be summari zed as follows. |If the
router itself has a larger value of (RirPri, MDR Level, RID) than all
of its neighbors, it selects itself as an MDR Ot herwi se, |et Rmax
denote the neighbor with the |largest value of (RirPri, MR Level,
RID). The router then selects itself as an MDR unl ess each nei ghbor
can be reached from Rmax in at nost k hops via neighbors that have a
| arger value of (RtrPri, MDR Level, RID) than the router itself,
where k is the paraneter MDRConstraint, whose default value is 3.

Thi s paraneter serves to control the density of the MDR set, since
the MDR set need not be strictly mninal.

Simlarly, a router that does not select itself as an MDR will select
itself as a BVDR unl ess each nei ghbor can be reached from Rmax via
two node-di sjoint paths, using as internmediate hops only nei ghbors
that have a larger value of (RtrPri, MDR Level, RID) than the router
itself.

When a router selects itself as an MDR it al so deci des which MR
nei ghbors it shoul d becone adjacent with, to ensure that the set of
MDRs and the adj acencies between them form a connected backbone.

Each non-MDR router selects and becones adjacent with an MDR nei ghbor
called its Parent, thus ensuring that all routers are connected to

t he MDR backbone.

If the option of biconnected adjacencies is chosen (Adj Connectivity =
2), then additional adjacencies are selected to ensure that the set
of MDRs and BMDRs, and the adjacenci es between them forma

bi connect ed backbone. In this case, each MDR O her selects and
beconmes adj acent with an MDR/ BMDR nei ghbor called its Backup Parent,
in addition to its Parent.
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OSPF- MDR al so provides the option of full-topol ogy adjacencies

(Adj Connectivity = 0). |If this option is selected, then each router
forms an adjacency with each bidirectional neighbor. Al though BVDR
selection is optional if AdjConnectivity is O or 1, it is recommended
since BMDRs inprove robustness by providing backup fl oodi ng.

Prioritizing routers according to (RtrPri, MDR Level, R D) allows

nei ghboring routers to agree on which routers shoul d beconme an MR
and gives higher priority to existing MDRs, which increases the
lifetime of MDRs and the adjacencies between them In addition
Parents are selected to be existing adjacent nei ghbors whenever
possi bl e, to avoid form ng new adj acenci es unl ess necessary. Once a
nei ghbor becones adjacent, it renmins adjacent as |ong as the

nei ghbor is bidirectional and either the neighbor or the router
itself is an MDR or BMDR (simlar to OSPF). The above rul es reduce
the rate at which new adjacencies are formed, which is inportant

si nce database exchange nust be perfornmed whenever a new adjacency is
f or med.

2.2. Flooding Procedure

VWhen an MDR receives a new link state advertisement (LSA) on a MANET
interface, it floods the LSA back out the receiving interface unless
it can be determ ned that such flooding is unnecessary (as specified
in Section 8.1). The router MAY delay the flooding of the LSA by a
smal | random anount of tine (e.g., less than 100 ns). The del ayed
flooding is useful for coalescing multiple LSAs in the sane Link
State Update packet, and it can reduce the possibility of a collision
in case nultiple MDRs received the same LSA at the same time.

However, such collisions are usually avoided with wireless MAC

pr ot ocol s.

When a Backup MDR receives a new LSA on a MANET interface, it waits a
short interval (BackupWaitlnterval), and then floods the LSA only if
it has a neighbor that did not flood or acknow edge the LSA and is
not known to be a nei ghbor of another nei ghbor (of the Backup MDR)
that flooded the LSA

MDR Ot her routers never flood LSAs back out the receiving interface.
To exploit the broadcast nature of MANETs, a new LSA is processed
(and possibly forwarded) if it is received fromany neighbor in state
2-\Way or greater. The flooding procedure al so avoi ds redundant
forwardi ng of LSAs when nultiple interfaces exist.
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2.3. Link State Acknow edgnents

Al Link State Acknow edgment packets are nulticast. An LSAis
acknow edged if it is a new LSA, or if it is a duplicate LSA received
as a unicast. (A duplicate LSA received as multicast is not

acknow edged.) An LSA that is flooded back out the sane interface is
treated as an inplicit acknow edgnent. Link State Acknow edgnents
may be del ayed to allow coal escing multiple acknow edgnents in the
sane packet. The only exception is that (Backup) MDRs send a

mul ticast Link State Acknow edgnent inmedi ately when a duplicate LSA
is received as a unicast, in order to prevent additiona

retransm ssions. Only Link State Acknow edgnents from adj acent

nei ghbors are processed, and retransmtted LSAs are sent (via

uni cast) only to adjacent nei ghbors.

2.4. Routabl e Neighbors

In OSPF, a neighbor nust typically be fully adjacent (in state Full)
for it to be used in the SPF cal culation. An exception exists for an
OSPF broadcast network, to avoid requiring all pairs of routers in
such a network to form adjacenci es, which would generate a | arge
anount of overhead. |n such a network, a router can use a non-

adj acent nei ghbor as a next hop as long as both routers are fully

adj acent with the Designated Router. W define this neighbor

rel ationship as a "routable neighbor" and extend its usage to the
MANET i nterface type.

A MANET nei ghbor becones routable if it is bidirectional and the SPF
cal cul ati on has produced a route to the neighbor. (A flexible
quality condition may also be required.) Only routable and Ful

nei ghbors can be used as next hops in the SPF cal cul ati on, and can be
included in the router-LSA originated by the router. The idea is
that if the SPF cal cul ati on has produced a route to the nei ghbor

then it nakes sense to take a "shortcut" and forward packets directly
to the nei ghbor.

The routability condition is a generalization of the way that

nei ghbors on broadcast networks are treated in the SPF cal cul ation
The network-LSA of an OSPF broadcast network inplies that a router
can use a non-adjacent nei ghbor as a next hop. But a network-LSA
cannot describe the general topology of a MANET, making it necessary
to explicitly include non-adjacent neighbors in the router-LSA

Al'l owi ng only adjacent neighbors in LSAs would either result in
suboptimal routes or require a |large nunber of adjacencies.
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2.5. Partial and Full Topol ogy LSAs

OSPF-MDR al lows routers to originate both full-topology LSAs, which
advertise links to all routable and Full neighbors, and parti al -
topol ogy LSAs, which advertise only a subset of such links. 1In a
dense network, partial-topology LSAs are typically much smaller than
full -topol ogy LSAs, thus achieving better scalability.

Each router advertises a subset of its neighbors as point-to-point
links in its router-LSA. The choi ce of which neighbors to advertise
is flexible. As a mninumrequirenent, each router nust advertise a
m ni mum set of "backbone" neighbors in its router-LSA. An LSA that

i ncludes only this mninumset of neighbors is called a mininal LSA
and corresponds to LSAFullness = 0. This choice results in the

m ni mum anmount of LSA fl oodi ng overhead, but does not ensure routing
al ong shortest paths. However, it is useful for achieving
scalability to networks with a | arge nunber of nodes.

At the other extrene, if LSAFullness = 4, then the router originates
a full-topology LSA, which includes all routable and Full nei ghbors.

Setting LSAFullness to 1 results in nmin-cost LSAs, which provide
routing along shortest (mninumcost) paths. Each router decides

whi ch neighbors to include in its router-LSA based on 2-hop nei ghbor

i nfornmati on obtained fromits neighbors’ Hellos. Each router
includes inits LSA the mninum set of nei ghbors necessary to provide
a shortest path between each pair of its nei ghbors.

Setting LSAFullness to 2 al so provides shortest-path routing, but
allows the router to advertise additional neighbors to provide
redundant routes.

Setting LSAFullness to 3 results in MDR full LSAs, causing each MDR
to originate a full-topology LSA while other routers originate

m nimal LSAs. This choice does not provide routing al ong shortest
pat hs, but sinulations have shown that it provides routing al ong
nearly shortest paths with relatively | ow overhead.

The above LSA options are interoperable with each other, because they
all require the router-LSA to include a mni mum set of neighbors, and
because the construction of the router-LSA (described in Section 9.4)
ensures that the router-LSAs originated by different routers are
consistent. Routing along shortest paths is provided if and only if
every router selects LSAFullness to be 1, 2, or 4.
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2.6. Hello Protoco

OSPF- MDR uses the sane Hello format as OSPFv3, but appends additiona
information to Hell o packets using link-1ocal signaling (LLS), in
order to indicate the set of bidirectional neighbors and ot her
information that is used by the MDR selection algorithmand the mn-
cost LSA algorithm In addition to full Hellos, which include the
same set of neighbor IDs as OSPFv3 Hel |l os, OSPF-MDR all ows the use of
differential Hellos, which include only the IDs of neighbors whose
state (or other information) has recently changed (within the | ast
Hel | oRepeat Count Hel | 0s).

Hel | os are sent every Hellolnterval seconds. Full Hellos are sent
every 2HopRefresh Hellos, and differential Hellos are sent at al
other times. For exanple, if 2HopRefresh is equal to 3, then every
third Hello is a full Hello. The default value of 2HopRefresh is 1
i.e., the default is to send only full Hellos. The default value for
Hellolnterval is 2 seconds. Differential Hellos are used to reduce
overhead and to allow Hellos to be sent nore frequently, for faster
reaction to topol ogy changes.

3. Interface and Nei ghbor Data Structures
3.1. Changes to Interface Data Structure

The following nodified or new data itens are required for the
Interface Data Structure of a MANET interface:

Type
A router that inplenents this extension can have one or nore
interfaces of type MANET, in addition to the OSPF interface types
defined in [ RFC2328].

State
The possible states for a MANET interface are the sanme as for a
broadcast interface. However, the DR and Backup states now inply
that the router is an MDR or Backup MDR, respectively.

MDR Level
The MDR Level is equal to MDR (value 2) if the router is an MDR,
Backup MDR (value 1) if the router is a Backup MDR, and MDR O her
(value 0) otherwise. The MDR Level is used by the MDR sel ection
al gorithm

Par ent
The Parent replaces the Designated Router (DR) data item of OSPF
Each router selects a Parent as described in Section 5.4. The
Parent of an MDR is the router itself, and the Parent of a non- MDR
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router will be a neighboring MDR, if one exists. The Parent is
initialized to 0.0.0.0, indicating the |ack of a Parent. Each
router advertises the Router ID of its Parent in the DR field of
each Hello sent on the interface.

Backup Parent
The Backup Parent replaces the Backup Designated Router data item

of OSPF. The Backup Parent of a BMDR is the router itself. |If
the option of biconnected adjacencies is chosen, then each MDR
O her selects a Backup Parent, which will be a nei ghboring

MDR/ BVMDR if one exists that is not the Parent. The Backup Parent
is initialized to 0.0.0.0, indicating the | ack of a Backup Parent.
Each router advertises the Router ID of its Backup Parent in the
Backup DR field of each Hello sent on the interface.

Router Priority
An 8-bit unsigned integer. A router with a larger Router Priority
is nmore likely to be selected as an MDR. The Router Priority for
a MANET interface can be changed dynamically based on any
criteria, including bandwi dth capacity, willingness to be a relay
(whi ch can depend on battery life, for exanple), nunber of
nei ghbors (degree), and nei ghbor stability. A router that has
been a (Backup) MDR for a certain amount of tine can reduce its
Router Priority so that the burden of being a (Backup) MDR can be
shared anong all routers. |If the Router Priority for a MANET
interface is changed, then the interface variable
MDRNei ghbor Change nust be set.

Hel | o Sequence Number (HSN)
The 16-bit sequence nunber carried by the MDR-Hello TLV. The HSN
is increnented by 1 (nodulo 2716) every tine a Hello packet is
sent on the interface.

MDRNei ghbor Change
A single-bit variable set to 1 if a neighbor change has occurred
that requires the MDR selection algorithmto be executed.

3.2. New Configurable Interface Paraneters

The foll owi ng new configurable interface paraneters are required for
a MANET interface. The default values for Hellolnterval,

Rout er Deadl nterval, and Rxnmtinterval for a MANET interface are 2, 6,
and 7 seconds, respectively.

The default configuration for OSPF-MDR uses uni connected adj acenci es
(Adj Connectivity = 1) and partial -topol ogy LSAs that provide
shortest-path routing (LSAFullness = 1). This is the npst scal able
configuration that provides shortest-path routing. O her
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configurations nay be preferable in special circunstances. For
exanpl e, setting LSAFullness to 4 provides full-topol ogy LSAs, and
setting LSAFullness to O provides minimal LSAs that mninize overhead
but do not ensure shortest-path routing. Setting AdjConnectivity to
2 may inprove robustness by providing a biconnected adjacency
subgraph, and setting Adj Connectivity to O results in full-topol ogy
adj acenci es.

Al'l possible configurations of the new interface paraneters are
functional, except that if AdjConnectivity is O (full-topol ogy
adj acenci es), then LSAFul | ness must be 1, 2, or 4 (see Section 9.3).

Differential Hellos should be used to reduce the size of Hello
packets when t he average nunber of neighbors is large (e.g., greater
than 50). Differential Hellos are obtained by setting the paraneter
2HopRefresh to an integer greater than 1, with the recommended val ue
being 3. Good performance in simulated nobile networks with up to
160 nodes has been obtained using the default configuration wth
differential Hellos. Good perfornmance in simnulated nobile networks
with up to 200 nodes has been obtained using the same configuration
except with miniml LSAs (LSAFullness = 0). Sinulation results are
presented in Appendi x E

Al t hough all routers should preferably choose the sanme val ues for the
new configurable interface paraneters, this is not required. OSPF-
MDR was carefully designed so that correct interoperation is achieved
even if each router sets these paraneters independently of the other
routers.

Adj Connectivity
If equal to the default value of 1, then the set of adjacencies

forns a (uni)connected graph. |If equal to the optional val ue of
2, then the set of adjacencies forns a biconnected graph. |If
Adj Connectivity is 0, then adjacency reduction is not used; i.e.

the router becomes adjacent with all of its neighbors.

MDRConst r ai nt
A parameter of the MDR selection algorithm which affects the
nunber of MDRs sel ected and nust be an integer greater than or
equal to 2. The default value of 3 results in nearly the m ninm
nunber of MDRs. Values larger than 3 result in slightly fewer
MDRs, and the value 2 results in a |larger nunber of MDRs.

BackupWai t I nterva
The nunber of seconds that a Backup MDR nust wait after receiving
a new LSA before it decides whether to flood the LSA. The default
value is 0.5 second.
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Ackl nt erva
The interval between Link State Acknow edgnent packets when only
del ayed acknow edgnents need to be sent. Acklnterval MJST be |ess
than RxmtInterval, and SHOULD NOT be | arger than 1 second. The
default value is 1 second.

LSAFul | ness
Det er mi nes whi ch nei ghbors a router should advertise in its
router-LSA.  The value O results in mniml LSAs that include only
"backbone" nei ghbors. The values 1 and 2 result in partial -
topol ogy LSAs that provide shortest-path routing, with the value 2
provi di ng redundant routes. The value 3 results in MDRs
originating full-topology LSAs and other routers originating
m nimal LSAs. The value 4 results in all routers originating
full-topology LSAs. The default value is 1

2HopRef resh
One out of every 2HopRefresh Hellos sent on the interface nust be
a full Hello. Al other Hellos are differential. The default

value is 1; i.e., the default is to send only full Hellos. |If
differential Hellos are used, the reconmended val ue of 2HopRefresh
is 3.

Hel | oRepeat Count
The nunber of consecutive Hellos in which a neighbor nust be
i ncluded when its state changes, if differential Hellos are used.
Thi s paraneter must be set to 3.

3.3. Changes to Neighbor Data Structure

The nei ghbor states are the sane as for OSPF. However, the data for
a MANET nei ghbor that has transitioned to the Down state must be

mai ntai ned for at |east Hellolnterval * Hell oRepeat Count seconds, to
allow the state change to be reported in differential Hellos. The
following new data itens are required for the Neighbor Data Structure
of a neighbor on a MANET interface.

Nei ghbor Hel |l o Sequence Nunber ( NHSN)
The Hel |l o sequence nunber contained in the last Hello received
fromthe nei ghbor

A-bit
The A-bit copied fromthe MDR-Hello TLV of the last Hello received
fromthe neighbor. This bit is 1 if the neighbor is using full-
t opol ogy adj acencies, i.e., is not using adjacency reduction
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Ful | Hel | oRcvd
A single-bit variable equal to 1 if a full Hello has been received
fromthe neighbor.

&

i ghbor’ s MDR Leve

The MDR Level of the neighbor, based on the DR and Backup DR
fields of the | ast Hell o packet received fromthe nei ghbor or from
the MDR-DD TLV in a Database Description (DD) packet received from
t he nei ghbor.

&

i ghbor’ s Par ent

The nei ghbor’s choice for Parent, obtained fromthe DR field of
the last Hell o packet received fromthe neighbor or fromthe MR-
DD TLV in a DD packet received fromthe neighbor.

&

i ghbor’ s Backup Parent

The nei ghbor’ s choi ce for Backup Parent, obtained fromthe Backup
DR field of the | ast Hell o packet received fromthe nei ghbor or
fromthe MDR-DD TLV in a DD packet received fromthe nei ghbor.

Child
A single-bit variable equal to 1 if the neighbor is a child, i.e.
i f the neighbor has selected the router as a (Backup) Parent.

Dependent Nei ghbor
A single-bit variable equal to 1 if the neighbor is a Dependent
Nei ghbor, which is decided by the MDR selection algorithm Each
VDR/ BMDR rout er becomes adjacent with its Dependent Nei ghbors
(which are also MDR/BMDR routers) to forma connected backbone.
The set of all Dependent Nei ghbors on a MANET interface is called
t he Dependent Nei ghbor Set (DNS) for the interface.

Dependent Sel ect or
A single-bit variable equal to 1 if the neighbor has selected the
router to be dependent.

Se

ected Advertised Nei ghbor (SAN)

A single-bit variable equal to 1 if the neighbor is a Selected
Advertised Nei ghbor. Selected Advertised Nei ghbors are nei ghbors
that the router has selected to be included in the router-LSA
along with other neighbors that are required to be included. The
set of all Selected Advertised Neighbors on a MANET interface is
called the Sel ected Adverti sed Nei ghbor Set (SANS) for the

i nterface.

Rout abl e
A single-bit variable equal to 1 if the neighbor is routable.
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Nei ghbor’ s Bidirectional Nei ghbor Set (BNS)
The nei ghbor’s set of bidirectional neighbors, which is updated
when a Hello is received fromthe nei ghbor

Nei ghbor’ s Dependent Nei ghbor Set (DNS)
The nei ghbor’s set of Dependent Nei ghbors, which is updated when a
Hell o is received fromthe nei ghbor

Nei ghbor’ s Sel ected Advertised Nei ghbor Set (SANS)
The nei ghbor’ s set of Sel ected Adverti sed Nei ghbors, which is
updated when a Hello is received fromthe nei ghbor

Nei ghbor’s Link Metrics
The Iink netric for each of the neighbor’s bidirectiona
nei ghbors, obtained fromthe Metric TLV appended to Hell o packets.

4. Hello Protoco

The MANET interface utilizes Hellos for nei ghbor discovery and for
enabl i ng nei ghbors to | earn 2-hop nei ghbor information. The protoco
is flexible because it allows the use of full or differential Hellos.
Full Hellos list all neighbors on the interface that are in state
Init or greater, as in OSPFv3, whereas differential Hellos list only
nei ghbors whose status as a bidirectional neighbor, Dependent

Nei ghbor, or Sel ected Adverti sed Nei ghbor has recently changed.
Differential Hellos are used to reduce overhead, and they all ow

Hell os to be sent nore frequently (for faster reaction to topol ogy
changes). |If differential Hellos are used, full Hellos are sent |ess
frequently to ensure that all neighbors have current 2-hop nei ghbor

i nformation.

4.1. Sending Hello Packets

Hel | o packets are sent according to [ RFC5340], Section 4.2.1.1, and

[ RFC2328], Section 9.5, with the foll owi ng MANET-specific

speci fications beginning after paragraph 3 of Section 9.5. The Hello
packet format is defined in [ RFC5340], Section A 3.2, except for the
ordering of the Neighbor IDs and the nmeaning of the DR and Backup DR
fields as described bel ow

Simlar to [RFC2328], the DR and Backup DR fields indicate whether
the router is an MDR or Backup MDR. If the router is an MDR, then
the DRfield is the router’s own Router ID, and if the router is a
Backup MDR, then the Backup DR field is the router’s own Router I|D.
These fields are also used to advertise the router’s Parent and
Backup Parent, as specified in Section A 3 and Section 5. 4.
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Hel | os are sent every Hellolnterval seconds. Full Hellos are sent
every 2HopRefresh Hellos, and differential Hellos are sent at al
other times. For exanple, if 2HopRefresh is equal to 3, then every
third Hello is a full Hello. |If 2HopRefresh is set to 1, then al
Hell os are full (the default).

The nei ghbor I Ds included in the body of each Hello are divided into
the following five disjoint lists of neighbors (sone of which may be
enpty), and nust appear in the follow ng order

List 1. Nei ghbors whose state recently changed to Down (included only
in differential Hellos).

List 2. Neighbors in state Init.
Li st 3. Dependent Nei ghbors.
List 4. Selected Advertised Nei ghbors.

List 5. Unselected bidirectional neighbors, defined as bidirectiona
nei ghbors that are neither Dependent nor Sel ected Advertised
Nei ghbor s.

Note that all neighbors in Lists 3 through 5 are bidirectiona

nei ghbors. These lists are used to update the nei ghbor’s

Bi di recti onal Nei ghbor Set (BNS), Dependent Nei ghbor Set (DNS), and
Sel ected Advertised Nei ghbor Set (SANS) when a Hello is received.

Note that the above five lists are disjoint, so each nei ghbor can
appear in at nost one list. Also note that sone or all of the five
lists can be enpty.

Li nk-1ocal signaling (LLS) is used to append up to two TLVs to each
MANET Hell o packet. The format for LLS is given in Section A 2. The
MDR-Hell o TLV i s appended to each (full or differential) MANET Hello
packet. It indicates whether the Hello is full or differential, and
gives the Hell o Sequence Number (HSN) and the nunber of neighbor |Ds
in each of Lists 1 through 4 defined above. The size of List 5is
then inmplied by the packet length field of the Hello. The format of
the MDR-Hello TLV is given in Section A 2.3.

In both full and differential Hellos, the appended MDR-Hello TLV is
built as follows.

o The Sequence Number field is set to the current HSN for the
interface; the HSN is then incremented (nodul o 2716).
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o The D-bit of the MDR-Hello TLV is set to 1 for a differentia
Hello and O for a full Hello.

o The A-bit of the MDR-Hello TLV is set to 1 if AdjConnectivity is O
(the router is using full-topol ogy adjacencies); otherwise, it is
set to O.

o The N1, N2, N3, and N4 fields are set to the nunmber of nei ghbor
IDs in the body of the Hello that are in List 1, List 2, List 3,
and List 4, respectively. (Nl is always zero in a full Hello.)

The MDR-Metric TLV (or Metric TLV) advertises the link cost to each
bi di recti onal nei ghbor on the interface, to allow the sel ection of
nei ghbors to include in partial-topology LSAs. |f LSAFullness is 1
or 2, a Metric TLV nust be appended to each MANET Hell o packet unl ess
all link costs are 1. The format of the Metric TLV is given in
Section A.2.5. The | bit of the Metric TLV can be set to 0 or 1. |If
the | bit is set to 0, then the Metric TLV does not contain nei ghbor
I Ds, and contains the nmetric for each bidirectional neighbor |isted
in the (full or differential) Hello, in the same order. |If the | bit
is set to 1, then the Metric TLV includes the neighbor ID and netric
for each bidirectional neighbor listed in the Hello whose netric is
not equal to the Default Metric field of the TLV.

The | bit should be chosen to mnimze the size of the Metric TLV.
Thi s can be achi eved by choosing the |I bit to be 1 if and only if the
nunber of bidirectional neighbors listed in the Hello whose netric
differs fromthe Default Metric field is less than 1/3 of the tota
nunber of bidirectional neighbors listed in the Hello.

For exanple, if all neighbors have the sane netric, then the | bit
should be set to 1, with the Default Metric equal to this netric,
avoi di ng the need to include neighbor IDs and corresponding nmetrics
inthe TLV. At the other extrene, if all neighbors have different
metrics, then the | bit should be set to O to avoid listing the same
nei ghbor IDs in both the body of the Hello and the Metric TLV.

In both full and differential Hello packets, the L bit is set in the
Hello’s option field to indicate LLS.

4.1.1. Full Hello Packet
In a full Hello, the neighbor IDlist includes all neighbors on the
interface that are in state Init or greater, in the order described

above. The MDR-Hello TLV is built as described above. |If a Metric
TLV is appended, it is built as specified in Section A 2.5.
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4.

1

2.

2. Differential Hell o Packet

In a differential Hello, the five neighbor IDIists defined in
Section 4.1 are popul ated as foll ows:

List 1 includes each neighbor in state Down that has not yet been
i ncluded in Hell oRepeat Count Hell os since transitioning to this
state.

List 2 includes each neighbor in state Init that has not yet been
i ncluded in Hell oRepeat Count Hell os since transitioning to this
state.

Li st 3 includes each Dependent Nei ghbor that has not yet been
i ncl uded in Hell oRepeat Count Hel | os si nce becom ng a Dependent
Nei ghbor .

List 4 includes each Sel ected Advertised Nei ghbor that has not yet
been included in Hel |l oRepeat Count Hel |l os since becom ng a Sel ected
Advertised Nei ghbor.

List 5 includes each unsel ected bidirectional neighbor (defined in
Section 4.1) that has not yet been included in Hell oRepeat Count
Hel | os since becom ng an unsel ected bidirectional neighbor

In addition, a bidirectional neighbor nmust be included (in the
appropriate list) if the neighbor’s BNS does not include the router
(indicating that the nei ghbor does not consider the router to be

bi di rectional).

If a Metric TLV is appended to the Hello, then a bidirectiona

nei ghbor must be included (in the appropriate list) if it has not yet
been included in Hel |l oRepeat Count Hell os since its nmetric |ast
changed.

Recei ving Hel |l o Packets

A Hell o packet received on a MANET interface is processed as
described in [ RFC5340], Section 4.2.2.1, and the first two paragraphs
of [RFC2328], Section 10.5, followed by the processing specified

bel ow.

The source of a received Hell o packet is identified by the Router ID
found in the Hell o s OSPF packet header. |f a matching nei ghbor
cannot be found in the interface’s data structure, one is created

Qui er & Spagnol o Experi ment al [ Page 20]



RFC 5614 MANET Ext ensi on of OSPF August 2009

with the Neighbor ID set to the Router ID found in the OSPF packet
header, the state initialized to Down, all MANET-specific nei ghbor
variabl es (specified in Section 3.3) initialized to zero, and the
nei ghbor’s DNS, SANS, and BNS initialized to enpty sets.

The nei ghbor structure’s Router Priority is set to the value of the
corresponding field in the received Hell o packet. The Nei ghbor’s
Parent is set to the value of the DR field, and the Neighbor’s Backup
Parent is set to the value of the Backup DR field.

Now the rest of the Hell o Packet is exam ned, generating events to be
given to the neighbor and interface state nmachines. These state
machi nes are specified to be either executed or schedul ed (see

[ RFC2328], Section 4.4, "Tasking support"). For exanple, by

speci fyi ng bel ow t hat the nei ghbor state machine be executed in |ine,
several neighbor state transitions may be affected by a single
received Hello

o If the L bit inthe options field is not set, then an error has
occurred and the Hello is discarded.

o If the LLS contains an MDR-Hello TLV, the neighbor state machine
is executed with the event Hell oReceived. Oherw se, an error has
occurred and the Hello is discarded.

0 The Hello Sequence Number and the A-bit in the MDR-Hello TLV are
copied to the neighbor’s data structure.

o The DR and Backup DR fields are processed as foll ows.

(1) If the DRfield is equal to the neighbor’'s Router ID, set the
nei ghbor’s MDR Level to MDR

(2) Else if the Backup DR field is equal to the neighbor’s Router
I D, set the neighbor’s MDR Level to Backup MDR

(3) Else, set the neighbor’'s MDR Level to MDR Qther and set the
nei ghbor’' s Dependent Nei ghbor variable to 0. (Only MDR/ BMDR
nei ghbors can be Dependent.)

(4) If the DR or Backup DR field is equal to the router’s own
Router ID, set the neighbor’'s Child variable to 1; otherw se,
set it to O.

The neighbor IDlist of the Hello is divided as follows into the five
lists defined in Section 4.1, where N1, N2, N3, and N4 are obtained
fromthe corresponding fields of the MDR-Hello TLV. List 1is
defined to be the first NL neighbor IDs, List 2 is defined to be the
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4.

4.

2.

2.

next N2 neighbor IDs, List 3 is defined to be the next N3 nei ghbor
IDs, List 4 is defined to be the next N4 nei ghbor IDs, and List 5 is
defined to be the remai ning neighbor IDs in the Hello.

Furt her processing of the Hell o depends on whether it is full or
differential, which is indicated by the value of the D-bit of the
MDR- Hel | 0 TLV.

1. Full Hello Packet

If the received Hello is full (the D-bit of the MDR-Hello TLV is 0),
the follow ng steps are perforned:

o If the N1 field of the MDR-Hello TLV is not zero, then an error
has occurred and the Hello is discarded. O herw se, set
Ful | Hel | oRcvd to 1

o In the neighbor structure, nodify the neighbor’s DNS to equal the
set of neighbor IDs in the Hello's List 3, nodify the neighbor’s
SANS to equal the set of neighbor IDs in the Hello's List 4, and
nodi fy the neighbor’s BNS to equal the set of neighbor IDs in the
union of Lists 3, 4, and 5.

o If the router itself appears in the Hello s neighbor IDIlist, the
nei ghbor state machine is executed with the event 2-WayReceived
after the Hello is processed. Oherw se, the neighbor state
machi ne is executed with the event 1-WayReceived after the Hello
i s processed.

2. Differential Hello Packet

If the received Hello is differential (the D-bit of the MDR- Hello TLV
is 1), the follow ng steps are perforned:

(1) For each neighbor IDin List 1 or List 2 of the Hello:

0 Renpbve the neighbor ID fromthe neighbor’s DNS, SANS, and BNS
if it belongs to the neighbor set.

(2) For each neighbor IDin List 3 of the Hello:

0o Add the neighbor IDto the neighbor’s DNS and BNS, if it does
not bel ong to the nei ghbor set.

0 Rempve the neighbor ID fromthe neighbor’s SANS, if it bel ongs
to the nei ghbor set.

(3) For each neighbor IDin List 4 of the Hello:
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0 Add the neighbor IDto the neighbor’s SANS and BNS, if it does
not belong to the nei ghbor set.

0 Rempve the neighbor IDfromthe neighbor’s DNS, if it bel ongs
to the nei ghbor set.

(4) For each neighbor IDin List 5 of the Hello:

0 Add the neighbor IDto the neighbor’s BNS, if it does not
bel ong to the nei ghbor set.

0 Renpbve the neighbor ID fromthe neighbor’s DNS and SANS, if it
bel ongs to the nei ghbor set.

(5) If the router’s own RID appears in List 1, execute the nei ghbor
state machine with the event 1-WayReceived after the Hello is
processed.

(6) If the router’s owmn RID appears in List 2, 3, 4, or 5 execute
the nei ghbor state machine with the event 2-WayReceived after the
Hell o i s processed.

(7) If the router’s own RI D does not appear in the Hello s nei ghbor
IDlist, and the neighbor state is 2-Way or greater, and the
Hel | o Sequence Number is less than or equal to the previous
sequence nunber plus Hel | oRepeat Count, then the nei ghbor state
machi ne is executed with the event 2-WayReceived after the Hello
is processed (the state does not change).

(8) If 2-WayReceived is not executed, then 1-WayReceived is executed
after the Hello is processed.

3. Additional Processing for Both Hello Types
The following applies to both full and differential Hellos.

If the router itself belongs to the neighbor’s DNS, the neighbor’s
Dependent Sel ector variable is set to 1; otherwise, it is set to O.

The receiving interface’s MDRNei ghbor Change variable is set to 1 if
any of the follow ng changes occurred as a result of processing the
Hel | o:

o The neighbor’'s state changed fromless than 2-Way to 2-Way or
greater, or vice versa
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o The neighbor is bidirectional and any of the follow ng neighbor
vari abl es has changed: MDR Level, Router Priority, FullHelloRcvd,
and Bidirectional Neighbor Set (BNS).

The nei ghbor state nachine is scheduled with the event AdjOK? if any
of the follow ng changes occurred as a result of processing the
Hel | o:

o The neighbor’s state changed fromless than 2-\Way to 2-WAy or
greater.

o The neighbor is bidirectional and its MDR Level has changed, or
its Child variable or Dependent Sel ector variable has changed from
0 to 1.

If the LLS contains a Metric TLV, it is processed by updating the

nei ghbor’s link metrics according to the format of the Metric TLV
specified in Section A 2.5. |If the LLS does not contain a Metric TLV
and LSAFullness is 1 or 2, the netric for each of the neighbor’s
links is set to 1.

Nei ghbor Acceptance Condition

In wireless networks, a single Hello can be received froma nei ghbor
wi th which a poor connection exists, e.g., because the neighbor is
al nost out of range. To avoid accepting poor-quality neighbors, and
to enploy hysteresis, a router may require that a stricter condition
be satisfied before changing the state of a MANET nei ghbor from Down
to Init or greater. This condition is called the "neighbor
acceptance condition", which by default is the reception of a single
Hel |l o or DD packet. For exanple, the nei ghbor acceptance condition
may require that 2 consecutive Hellos be received froma nei ghbor
bef ore changi ng the neighbor’s state fromDown to Init. O her
possi bl e conditions include the reception of 3 consecutive Hellos, or
the reception of 2 of the last 3 Hellos. The nei ghbor acceptance
condition may al so i npose thresholds on ot her neasurenents such as
recei ved signal strength.

The nei ghbor state transition for state Down and event Hell oReceived
is thus nodified (see Section 7.1) to depend on the nei ghbor
accept ance condition.
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5. MDR Selection Al gorithm

This section describes the MDR selection algorithm which is run for
each MANET interface to determ ne whether the router is an MR,
Backup MDR, or MDR Other for that interface. The algorithm also

sel ects the Dependent Nei ghbors and the (Backup) Parent, which are
used to deci de whi ch nei ghbors should beconme adjacent (see Section
7.2).

The MDR sel ection al gorithm nmust be executed just before sending a
Hell o if the NMDRNei ghbor Change bit is set for the interface. The

al gorithm SHOULD al so be executed whenever a bidirectional neighbor
transitions to |l ess than 2-Way, and MAY be executed at other tines
when t he MDRNei ghbor Change bit is set. The bit is cleared after the
algorithmis executed.

To sinplify the inplenmentation, the MDR sel ection al gorithm MAY be
executed periodically just before sending each Hello, to avoid having
to determ ne when the MDRNei ghbor Change bit shoul d be set. After
running the MDR selection algorithm the Adj OK? event may be invoked
for sone or all neighbors as specified in Section 7.

The purpose of the MDRs is to provide a mnimal set of relays for
fl oodi ng LSAs, and the purpose of the Backup MDRs is to provide
backup relays to flood LSAs when floodi ng by MDRs does not succeed.
The set of MDRs forns a CDS, and the set of MDRs and Backup MDRs
forns a biconnected CDS (if the network itself is biconnected).

Each MDR sel ects and becones adjacent with a subset of its MR

nei ghbors, call ed Dependent Nei ghbors, form ng a connected backbone.
Each non-MDR router connects to this backbone by selecting and
becom ng adj acent with an MDR nei ghbor called its Parent. Each MR
selects itself as Parent, to informneighbors that it is an MDR

I f Adj Connectivity = 2, then each (Backup) MDR sel ects and becones
adj acent with additional (Backup) MDR nei ghbors to form a biconnected
backbone, and each MDR Ot her selects and becones adjacent with a
second (Backup) MR nei ghbor called its Backup Parent, thus becom ng
connected to the backbone via two adjacencies. Each BMDR sel ects
itself as Backup Parent, to informneighbors that it is a BVDR

The MDR selection algorithmis a distributed CDS al gorithmthat uses
2-hop nei ghbor infornation obtained fromHellos. Mre specifically,
it uses as inputs the set of bidirectional neighbors (in state 2-Way
or greater), the triplet (Router Priority, MDR Level, Router ID) for
each such nei ghbor and for the router itself, and the nei ghbor
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vari abl es Bidirectional Neighbor Set (BNS) and Ful |l Hel |l oRcvd for each
such nei ghbor. The MDR selection algorithmcan be inplemented in
Q(d*2) tine, where d is the nunber of neighbors.

The above triplet will be abbreviated as (RtrPri, MR Level, R D).
The triplet (RtrPri, MDR Level, RID) is said to be larger for Router
A than for Router Bif the triplet for Router A is |exicographically
greater than the triplet for Router B. Routers that have |arger
values of this triplet are preferred for selection as an MDR. The
algorithmtherefore prefers routers that are already MDRs, resulting
in a longer average MDR |lifetine.

The MDR sel ection algorithmconsists of five phases, the |last of
which is optional. Phase 1 creates the neighbor connectivity matrix
for the interface, which determi nes which pairs of neighbors are

nei ghbors of each other. Phase 2 deci des whether the cal cul ating
router is an MDR, and which MDR nei ghbors are Dependent. Phase 3
deci des whether the calculating router is a Backup MDR and, if

Adj Connectivity = 2, which additional MDR/ BVMDR nei ghbors are
Dependent. Phase 4 selects the Parent and Backup Parent.

The algorithmsinplifies considerably if AdjConnectivity is O (full-
topol ogy adjacencies). 1In this case, the set of Dependent Nei ghbors
is empty and MDR Ot her routers need not select Parents. Also, Phase
3 (BMDR selection) is not required if AdjConnectivity is 0 or 1
However, Phase 3 MJST be executed if AdjConnectivity is 2, and SHOULD
be executed if Adj Connectivity is O or 1, since BVDRs inprove

robust ness by providi ng backup fl oodi ng.

A router that has selected itself as an MDR in Phase 2 MAY execute
Phase 5 to possibly declare itself a non-flooding MDR A non-
flooding MDR is the same as a flooding MDR except that it does not
automatically flood received LSAs back out the receiving interface,
because it has determ ned that neighboring MDRs are sufficient to
flood the LSA to all neighbors. Instead, a non-flooding MDR performns
backup flooding just Iike a BVMDR A non-flooding MOR maintains its
MDR | evel (rather than being denpbted to a BVMDR) in order to naximze
the stability of adjacencies. (The decision to form an adjacency
does not depend on whether an MDR is non-flooding.) By having MDRs
decl are thensel ves to be non-fl oodi ng when possi ble, flooding
overhead is reduced. The resulting reduction in flooding overhead
can be dramatic for certain regular topol ogies, but has been found to
be | ess than 15% for random topol ogi es.

The foll owi ng subsections describe the MDR sel ection algorithm which
is applied i ndependently to each MANET interface. For convenience
the term "bi-neighbor” will be used as an abbreviation for

"bi directional nei ghbor".
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5.1. Phase 1. Creating the Neighbor Connectivity Matrix

Phase 1 creates the neighbor connectivity matrix (NCM for the
interface. The NCMis a symmetric matrix that defines a topol ogy
graph for the set of bi-neighbors on the interface. The NCM assigns
a value of 0 or 1 for each pair of bi-neighbors; a value of 1

i ndi cates that the neighbors are assunmed to be bi-nei ghbors of each
other in the MDR selection algorithm Letting i denote the router
itself, NCMi,j) and NCMj,i) are set to 1 for each bi-neighbor j.
The value of the matrix is set as follows for each pair of bi-

nei ghbors j and k on the interface.

(1.1) If FullHelloRcvd is 1 for both neighbors j and ki NCMj, k) =
NCMk,j) is 1 only if j belongs to the BNS of neighbor k and k
bel ongs to the BNS of nei ghbor j.

(1.2) If FullHelloRcvd is 1 for neighbor j and is O for nei ghbor k:
NCMj,k) = NCMk,j) is 1 only if k belongs to the BNS of
nei ghbor j.

(1.3) If FullHelloRcvd is O for both neighbors j and k: NCMj, k) =
NCM k,j) = 0.

In Step 1.1 above, two nei ghbors are considered to be bi-nei ghbors of
each other only if they both agree that the other router is a bi-

nei ghbor. This provides faster response to the failure of a link

bet ween two nei ghbors, since it is likely that one router will detect
the failure before the other router. 1In Step 1.2 above, only

nei ghbor j has reported its full BNS, so neighbor j is believed in
deci di ng whether j and k are bi-nei ghbors of each other. As Step 1.3
i ndi cates, two nei ghbors are assuned not to be bi-neighbors of each
other if neither neighbor has reported its full BNS

5.2. Phase 2: MR Sel ection

Phase 2 depends on the paraneter MDRConstraint, which affects the
nunber of MDRs selected. The default value of 3 results in nearly
the m ni mum nunber of MDRs, while the value 2 results in a |arger
nunber of MDRs. |If AdjConnectivity = 0 (full-topol ogy adjacencies),
then the following steps are nodified in that Dependent Nei ghbors are
not sel ected.

(2.1) The set of Dependent Neighbors is initialized to be enpty.
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(2.2) If the router has a larger value of (RtrPri, MDR Level, RID)
than all of its bi-neighbors, the router selects itself as an
MDR, selects all of its MDR bi-nei ghbors as Dependent
Nei ghbors; if AdjConnectivity = 2, selects all of its BMDR bi -
nei ghbors as Dependent Nei ghbors; then proceeds to Phase 4.

(2.3) Let Rmax be the bi-neighbor with the |argest value of (RtrPri,
MDR Level, RID).

(2.4) Using NCMto determne the connectivity of bi-neighbors,
conput e the m ni mum nunber of hops, denoted hops(u), from Rmax
to each other bi-neighbor u, using only internedi ate nodes that
are bi-neighbors with a larger value of (RtrPri, MR Level,
RID) than the router itself. |If no such path fromRmax to u
exi sts, then hops(u) equals infinity. (See Appendix B for a
detail ed al gorithmusing breadth-first search.)

(2.5) If hops(u) is at nobst MDRConstraint for each bi-neighbor u, the
router selects no Dependent Nei ghbors, and sets its MDR Leve
as follows: If the MDR Level is currently MDR, then it is
changed to BVMDR if Phase 3 will be executed and to MDR Other if
Phase 3 will not be executed. QOherwi se, the MDR Level is not
changed.

(2.6) Else, the router sets its MDR Level to MDR and sel ects the
foll owi ng nei ghbors as Dependent Neighbors: Rmax if it is an
MDR or BMDR;, each MDR bi-nei ghbor u such that hops(u) is
greater than MDRConstraint; and if AdjConnectivity = 2, each
BMDR bi - nei ghbor u such that hops(u) is greater than
MDRConst r ai nt .

(2.7) If steps 2.1 through 2.6 resulted in the MDR Level changing to
BVDR, or to MDR with Adj Connectivity equal to 1 or 2, then
execute steps 2.1 through 2.6 again. (This is necessary
because the change in MDR Level can cause the set of Dependent
Nei ghbors and the BFS tree to change.) This step is not
required if the MDR selection algorithmis executed
periodically.

Step 2.4 can be inplemented using a breadth-first search (BFS)
algorithmto conpute mn-hop paths fromRmax to all other bi-

nei ghbors, nodified to allow a bi-neighbor to be an internedi ate node
only if its value of (RtrPri, MDR Level, RID) is larger than that of
the router itself. A detailed description of this algorithm which
runs in Q(d*2) time, is given in Appendix B
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5.3. Phase 3: Backup MDR Sel ection

(3.1) If the MDR Level is MDR (after running Phase 2) and
Adj Connectivity is not 2, then proceed to Phase 4. (If the MDR
Level is MDR and Adj Connectivity = 2, then Phase 3 may sel ect
addi ti onal Dependent Nei ghbors to create a bi connected
backbone.)

(3.2) Using NCMto determine the connectivity of bi-neighbors,
det ermi ne whether or not there exist two node-disjoint paths
fromRmax to each ot her bi-neighbor u, using only internediate
nodes that are bi-neighbors with a larger value of (RtrPri, MR
Level, RID) than the router itself. (See Appendix B for a
detailed al gorithm)

(3.3) If there exist two such node-disjoint paths from Rmax to each
ot her bi-nei ghbor u, then the router selects no additiona
Dependent Nei ghbors and sets its MDR Level to MDR O her

(3.4) Else, the router sets its MDR Level to Backup MDR unless it
already selected itself as an MDR in Phase 2, and if
Adj Connectivity = 2, adds each of the follow ng neighbors to
the set of Dependent Neighbors: Rmax if it is an MDR or BMDR,
and each MDR/ BMDR bi - nei ghbor u such that Step 3.2 did not find
two node-disjoint paths fromRmax to u

(3.5) If steps 3.1 through 3.4 resulted in the MDR Level changing
fromMOR Ot her to BMDR, then run Phases 2 and 3 again. (This
i s necessary because runni ng Phase 2 again can cause the MDR
Level to change to MDR) This step is not required if the MDR
sel ection algorithmis executed periodically.

Step 3.2 can be inplemented in (d*2) time using the algorithmgiven
in Appendix B. A sinplified version of the algorithmis also
specified, which results in a |arger nunber of BMNDRs.

5.4. Phase 4: Parent Sel ection

Each router selects a Parent for each MANET interface. The Parent of
a non-MDR router will be a neighboring MDRif one exists. |If the
option of biconnected adjacencies is chosen, then each MDR O her

sel ects a Backup Parent, which will be a neighboring MOR/BVMDR i f one
exists that is not the Parent. The Parent of an MDR is always the
router itself, and the Backup Parent of a BVMDR is al ways the router
itself.
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The (Backup) Parent is advertised in the (Backup) DR field of each
Hell o sent on the interface. As specified in Section 7.2, each
router forns an adjacency with its Parent and Backup Parent if it
exi sts and is a nei ghbori ng VMDR/ BVDR

For a given MANET interface, |let Rnax denote the router with the

| argest value of (RtrPri, MDR Level, RID) anmong all bidirectiona

nei ghbors, if such a neighbor exists that has a |arger val ue of
(RtrPri, MDR Level, RID) than the router itself. Oherwi se, Rmax is
nul | .

If the calculating router has selected itself as an MDR, then the
Parent is equal to the router itself, and the Backup Parent is Rmax.
(The latter design choice was made because it results in slightly
better perfornmance than choosing no Backup Parent.) |If the router
has selected itself as a BVMDR, then the Backup Parent is equal to the
router itself.

If the calculating router is a BVDR or MDR Qther, the Parent is

sel ected to be any adjacent neighbor that is an MOR, if such a

nei ghbor exists. |f no adjacent NMDR nei ghbor exists, then the Parent
is selected to be Rmax. By giving preference to nei ghbors that are
al ready adjacent, the formation of a new adjacency is avoi ded when
possi ble. Note that the Parent can be a non- MDR nei ghbor tenporarily
when no MDR nei ghbor exists. (This design choice was al so nade for
performance reasons.)

I f Adj Connectivity = 2 and the calculating router is an MDR O her
then the Backup Parent is selected to be any adjacent nei ghbor that
is an MDR or BVMDR, other than the Parent selected in the previous
par agraph, if such a neighbor exists. |If no such adjacent nei ghbor
exi sts, then the Backup Parent is selected to be the bidirectiona
nei ghbor, excluding the selected Parent, with the |argest val ue of
(RtrPri, MR Level, RID), if such a neighbor exists. Oherw se, the
Backup Parent is null

5.5. Phase 5: Optional Selection of Non-Fl ooding MDRs
A router that has selected itself as an MDR MAY execute the follow ng
steps to possibly declare itself a non-flooding MDR. An MDR that
does not execute the following steps is by default a floodi ng MDR
(5.1) If the router has a larger value of (RtrPri, MDR Level, RID)
than all of its bi-neighbors, the router is a flooding MDR
El se, proceed to Step 5. 2.

(5.2) Let Rmax be the bi-neighbor that has the |argest val ue of
(RtrPri, MDR Level, RID).
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(5.3) Using NCMto determine the connectivity of bi-neighbors,
conput e the m ni mum nunber of hops, denoted hops(u), from Rmax
to each other bi-neighbor u, using only internedi ate nodes that
are MDR bi-neighbors with a smaller value of (RtrPri, RID) than
the router itself. (This can be done using BFS as in Step 2.4).

(5.4) If hops(u) is at nost MDRConstraint for each bi-nei ghbor u
then the router is a non-flooding MDR Else, it is a flooding

MDR.
6. Interface State Machine
6.1. Interface States

No new states are defined for a MANET interface. However, the DR and
Backup states now inmply that the router is an MDR or Backup MR
respectively. The following nodified definitions apply to MANET
interfaces:

Wi ting
In this state, the router |earns neighbor information fromthe
Hel | o packets it receives, but is not allowed to run the MDR
selection algorithmuntil it transitions out of the Wiiting state
(when the Wait Tiner expires). This prevents unnecessary changes
in the MDR selection resulting frominconpl ete nei ghbor
information. The length of the Wait Tiner is 2HopRefresh *
Hel | ol nterval seconds (the interval between full Hellos).

DR O her
The router has run the MDR sel ection algorithmand determ ned that
it is not an MDR or a Backup MDR

Backup
The router has selected itself as a Backup MDR

DR
The router has selected itself as an MDR

6.2. Events that Cause Interface State Changes

Al interface events defined in [RFC2328], Section 9.2, apply to
MANET i nterfaces, except for BackupSeen and Nei ghbor Change.
BackupSeen is never invoked for a MANET interface (since seeing a
Backup MDR does not inply that the router itself cannot also be an
MDR or Backup MDR).
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The event Nei ghborChange is replaced with the new interface variable
VDRNei ghbor Change, which indicates that the MDR sel ection algorithm
nmust be executed due to a change in neighbor information (see Section
4.2.3).

6.3. Changes to Interface State Mchine

This section describes the changes to the interface state machi ne for
a MANET interface. The two state transitions specified below are for
state-event pairs that are described in [ RFC2328], but have nodified
action descriptions because MDRs are selected instead of DRs. The
state transition in [RFC2328] for the event Nei ghborChange is
omtted; instead, the new interface vari abl e MDRNei ghbor Change is
used to indicate when the MDR sel ection al gorithmneeds to be
executed. The state transition for the event BackupSeen does not
apply to MANET interfaces, since this event is never invoked for a
MANET interface. The interface state transitions for the events
Loopback and Unl oopl nd are unchanged from [ RFC2328].

State: Down
Event: Interfacelp
New state: Depends on action routine.

Action: Start the interval Hello Tinmer, enabling the periodic
sendi ng of Hello packets out the interface. The state
transitions to WAiting and the single shot Wait Tiner
is started.

State: Waiting
Event: Vit Ti mer
New state: Depends on action routine.

Action: Run the MDR selection algorithm which may result in a
change to the router’s MDR Level, Dependent Nei ghbors,
and (Backup) Parent. As a result of this calculation
the newinterface state will be DR Ot her, Backup, or DR

As a result of these changes, the Adj OK? nei ghbor event
may be invoked for sonme or all neighbors. (See
Section 7.)

7. Adj acency Mai ntenance
Adj acency form ng and eliminating on non- MANET interfaces renmain
unchanged. Adjacency mai ntenance on a MANET interface requires

changes to transitions in the neighbor state machine ([ RFC2328],
Section 10.3), to deciding whether to becone adjacent ([RFC2328],
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7.

Section 10.4), sending of DD packets ([ RFC2328], Section 10.8), and
recei ving of DD packets ([RFC2328], Section 10.6). The specification
bel ow rel ates to the MANET interface only.

If full-topol ogy adjacenci es are used (Adj Connectivity = 0), the
router forns an adjacency with each bidirectional neighbor. If

adj acency reduction is used (AdjConnectivity is 1 or 2), the router
forns adjacencies with a subset of its neighbors, according to the
rul es specified in Section 7.2.

An adj acency mai nt enance decision is nade when any of the follow ng
four events occur between a router and its neighbor. The decision is
nmade by executing the nei ghbor event Adj OK?.

(1) The neighbor state changes fromlnit to 2-Way.

(2) The MDR Level changes for the neighbor or for the router
itself.

(3) The neighbor is selected to be the (Backup) Parent.
(4) The neighbor selects the router to be its (Backup) Parent.
Changes to Nei ghbor State Machi ne

The following specifies new transitions in the neighbor state
machi ne.

State(s): Down
Event: Hell oRecei ved
New state: Depends on action routine.

Action: |If the neighbor acceptance condition is satisfied (see
Section 4.3), the neighbor state transitions to Init and
the Inactivity Timer is started. O herw se, the neighbor
remai ns in the Down state.

State(s): Init
Event: 2-WayReceived
New state: 2-Way

Action: Transition to neighbor state 2-\Way.
State(s): 2-Vay

Event: Adj OK?
New state: Depends on action routine.
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Action:
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Det er mi ne whet her an adj acency should be forned with the
nei ghboring router (see Section 7.2). |If not, the

nei ghbor state remains at 2-Way and no further action is
t aken.

O herwi se, the neighbor state changes to ExStart, and the
following actions are performed. |If the neighbor has a

| arger Router ID than the router’s own ID, and the
received packet is a DD packet with the initialize (1),
nmore (M, and master (MS) bits set, then execute the
event Negoti ati onDone, which causes the state to
transition to Exchange.

Q herwi se (negotiation is not conplete), the router
i ncrements the DD sequence nunber in the neighbor data

structure. If this is the first tine that an adjacency
has been attenpted, the DD sequence nunber shoul d be
assigned a unique value (like the tine of day clock). It

then declares itself naster (sets the master/slave bit to
master), and starts sendi ng Database Descri ption packets,
with the initialize (1), nore (M, and naster (MsS) bits
set, the MDR-DD TLV included in an LLS, and the L bit

set. This Database Description packet should be

ot herwi se enpty. This Database Description packet shoul d
be retransnmitted at intervals of RxmInterval until the
next state is entered (see [ RFC2328], Section 10.8).

ExStart or greater
Adj OK?
Depends on action routine.

Det er mi ne whet her the nei ghboring router should still be
adj acent (see Section 7.3). |If yes, there is no state
change and no further action is necessary. O herw se,
the (possibly partially fornmed) adjacency nust be
destroyed. The neighbor state transitions to 2-Way. The
Link state retransmi ssion |ist, Database sumary |i st,
and Link state request list are cleared of LSAs.

7.2. \hether to Becone Adjacent

The foll owing defines the method to deternmine if an adjacency should
be formed between nei ghbors in state 2-Way. The follow ng procedure
does not depend on whet her Adj Connectivity is 1 or 2, but the

sel ecti on of Dependent Nei ghbors (by the MDR sel ection algorithm
depends on Adj Connectivity.
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| f adjacency reduction is not used (Adj Connectivity = 0), then an

adj acency is formed with each neighbor in state 2-Way. O herwi se, an
adjacency is formed with a neighbor in state 2-Way if any of the
followi ng conditions is true:

(1) The router is a (Backup) MDR and the neighbor is a (Backup) MR
and is either a Dependent Nei ghbor or a Dependent Sel ector.

(2) The neighbor is a (Backup) MDR and is the router’s (Backup)
Par ent .

(3) The router is a (Backup) MDR and the neighbor is a child.

(4) The neighbor’s A-bit is 1, indicating that the neighbor is using
full -topol ogy adj acenci es.

O herwi se, an adjacency is not established and the nei ghbor remains
in state 2-Vay.

7.3. \Wether to Elininate an Adjacency
The foll owi ng defines the nmethod to determne if an existing
adj acency should be elimnated. An existing adjacency is maintained
if any of the following is true:
(1) The router is an MDR or Backup MDR
(2) The neighbor is an MDR or Backup MDR.

(3) The neighbor’s A-bit is 1, indicating that the nei ghbor is using
full -topol ogy adj acenci es.

O herwi se, the adjacency MAY be el i m nated.
7.4. Sending Database Description Packets

Sendi ng a DD packet on a MANET interface is the sane as [ RFC5340],
Section 4.2.1.2, and [RFC2328], Section 10.8, with the follow ng
additions to paragraph 3 of Section 10.8.

If the neighbor state is ExStart, the standard initialization packet
is sent with an MDR-DD TLV appended using LLS, and the L bit is set
in the DD packet’'s option field. The format for the MDR-DD TLV is

specified in Section A 2.4. The DR and Backup DR fields of the MDR-
DD TLV are set exactly the sane as the DR and Backup DR fields of a
Hell o sent on the sane interface.
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7.5. Receiving Database Description Packets
Processi ng a DD packet received on a MANET interface is the sane as
[ RFC2328], Section 10.6, except for the changes described in this
section. The followi ng additional steps are perforned before
processi ng the packet based on nei ghbor state in paragraph 3 of
Section 10. 6.

o If the DD packet’s L bit is set in the options field and an MDR-DD
TLV i s appended, then the MDR-DD TLV is processed as foll ows.

(1) If the DRfield is equal to the neighbor’'s Router ID:
(a) Set the MDR Level of the neighbor to MDR
(b) Set the neighbor’s Dependent Sel ector variable to 1.

(2) Else if the Backup DR field is equal to the neighbor’s Router
I D

(a) Set the MDR Level of the neighbor to Backup MDR
(b) Set the neighbor’s Dependent Sel ector variable to 1.
(3) Else:
(a) Set the MDR Level of the neighbor to MDR O her.
(b) Set the neighbor’s Dependent Nei ghbor variable to O.
(4) If the DR or Backup DR field is equal to the router’s own
Router ID, set the neighbor’'s Child variable to 1; otherw se,

set it to O.

o |If the neighbor state is Init, the neighbor event 2-WayReceived is
execut ed.

o |If the MDR Level of the nei ghbor changed, the neighbor state
machine is schedul ed with the event Adj CK?.

o If the neighbor’s Child status has changed fromO to 1, the
nei ghbor state machine is scheduled with the event Adj OK?.

o |f the neighbor’s neighbor state changed fromless than 2-Way to

2-\\y or greater, the neighbor state machine is scheduled with the
event Adj OK?.
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In addition, the Database Exchange optim zation described in

[ RFC5243] SHOULD be performed as follows. |If the router accepts a
recei ved DD packet as the next in sequence, the follow ng additiona
step should be performed for each LSA listed in the DD packet
(whether the router is master or slave). |f the Database sumrmary
l'ist contains an instance of the LSA that is the same as or |ess
recent than the listed LSA, the LSA is renmoved fromthe Database
summary list. This avoids listing the LSA in a DD packet sent to the
nei ghbor, when the nei ghbor already has an instance of the LSA that
is the same or nore recent. This optimzation reduces overhead due
to DD packets by approximately 50%in |arge networks.

8. Fl oodi ng Procedure

This section specifies the changes to [ RFC2328], Section 13, for
routers that support OSPF-MDR  The first part of Section 13 (before
Section 13.1) is the sane except for the followi ng three changes.

o To exploit the broadcast nature of MANETs, if the Link State
Update (LSU) packet was received on a MANET interface, then the
packet is dropped wi thout further processing only if the sending
nei ghbor is in a lesser state than 2-\Wy. Oherw se, the LSU
packet is processed as described in this section

o If the received LSA is the sanme instance as the database copy, the
followi ng actions are performed in addition to Step 7. For each
MANET interface for which a BackupWait Nei ghbor List exists for
the LSA (see Section 8.1):

(a) Rermpve the sendi ng nei ghbor fromthe BackupWait Nei ghbor Li st
if it belongs to the list.

(b) For each neighbor on the receiving interface that belongs to
the BNS for the sendi ng nei ghbor, renove the nei ghbor fromthe
BackupWait Nei ghbor List if it belongs to the list.

o Step 8, which handles the case in which the database copy of the
LSA is nore recent than the received LSA is nodified as foll ows.
If the sending neighbor is in a |lesser state than Exchange, then
the router does not send the LSA back to the sendi ng nei ghbor

There are no changes to Sections 13.1, 13.2, or 13.4. The follow ng
subsecti ons describe the changes to Sections 13.3 (Next step in the
fl oodi ng procedure), 13.5 (Sending Link State Acknow edgnents), 13.6
(Retransmitting LSAs), and 13.7 (Receiving Link State

Acknowl edgnents) of [RFC2328].
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8.1. LSA Forwarding Procedure

When a new LSA is received, Steps 1 through 5 of [RFC2328], Section
13.3, are perfornmed wi thout nodification for each eligible (outgoing)
interface that is not of type MANET. This section specifies the
nodi fi ed steps that nust be perforned for each eligible MANET
interface. The eligible interfaces depend on the LSA' s flooding
scope as described in [ RFC5340], Section 4.5.2. Wenever an LSA is
flooded out a MANET interface, it is included in an LSU packet that
is sent to the nulticast address All SPFRouters. (Retransmtted LSAs
are always unicast, as specified in Section 8.3.)

Step 1 of [RFC2328], Section 13.3, is perforned for each eligible
MANET interface with the follow ng nodification, so that the new LSA
is placed on the Link State retransmi ssion list for each appropriate
adj acent neighbor. Step 1c is replaced with the follow ng action, so
that the LSAis not placed on the retransm ssion list for a nei ghbor
that has al ready acknow edged the LSA

o |If the new LSA was received fromthis neighbor, or a Link State
Acknowl edgment (LS Ack) for the new LSA has al ready been received
fromthis neighbor, exam ne the next nei ghbor

To determ ne whether an Ack for the new LSA has been received from
the nei ghbor, the router nmmintains an Acked LSA List for each

adj acent nei ghbor, as described in Section 8.4. Wen a new LSAis
received, the Acked LSA List for each neighbor, on each MANET

i nterface, should be updated by renpving any LS Ack that is for an
ol der instance of the LSA than the one received.

The foll owi ng description will use the notion of a "covered"

nei ghbor. A neighbor k is defined to be covered if the LSA was sent
as a multicast by a MANET nei ghbor j, and nei ghbor k belongs to the
Bi di recti onal Nei ghbor Set (BNS) for neighbor j. A neighbor k is

al so defined to be covered if the LSA was sent to the nulticast
address Al |l SPFRouters by a neighbor j on a broadcast interface on
which both j and k are neighbors. (Note that j nust be the DR or
Backup DR for the broadcast network, since only these routers nay
send LSAs to All SPFRouters on a broadcast network.)

The foll owi ng steps must be performed for each eligible MANET
interface, to determ ne whether the new LSA should be forwarded on
the interface.

(2) If every bidirectional neighbor on the interface satisfies at

| east one of the follow ng three conditions, exam ne the next
interface (the LSA is not flooded out this interface).

Qui er & Spagnol o Experi ment al [ Page 38]



RFC 5614 MANET Ext ensi on of OSPF August 2009

(3)

(4)

(5)

(6)

Qui er

(a) The LSA was received fromthe nei ghbor

(b) The LSA was received on a MANET or broadcast interface and the
nei ghbor is covered (defined above).

(c) An Ack for the LSA has been received fromthe nei ghbor.

Condition (c) MAY be omtted (thus ignoring Acks) in order to
sinplify this step. Note that the above conditions do not
assune the outgoing interface is the sanme as the receiving
interface.

If the LSA was received on this interface, and the router is an
MDR Gt her for this interface, exam ne the next interface (the LSA
is not flooded out this interface).

If the LSA was received on this interface, and the router is a
Backup MDR or a non-flooding MDR for this interface, then the
router waits BackupWaitlnterval before deciding whether to fl ood
the LSA. To acconplish this, the router creates a BackupWiit
Nei ghbor List for the LSA, which initially includes every

bi di recti onal neighbor on this interface that does not satisfy
any of the conditions in Step 2. A single-shot BackupWait Timer
associated with the LSA is started, which is set to expire after
BackupWai tI nterval seconds plus a snmall anmobunt of randomijitter.
(The actions perforned when the BackupWait Timer expires are
descri bed below in Section 8.1.2.) Examine the next interface
(the LSAis not yet flooded out this interface).

If the router is a flooding MDR for this interface, or if the LSA
was originated by the router itself, then the LSA is flooded out
the interface (whether or not the LSA was received on this
interface) and the next interface is exanined.

If the LSA was received on a MANET or broadcast interface that is
different fromthis (outgoing) interface, then the follow ng two
steps SHOULD be perforned to avoid redundant fl ooding.

(a) If the router has a larger value of (RtrPri, MDR Level, RID)
on the outgoing interface than every covered nei ghbor (defined
above) that is a neighbor on BOTH the receiving and out goi ng
interfaces (or if no such neighbor exists), then the LSAis
flooded out the interface and the next interface is exani ned.

(b) Else, the router waits BackupWaitlnterval before deciding
whet her to flood the LSA on the interface, by performng the
actions in Step 4 for a Backup MDR (whether or not the router
is a Backup MDR on this interface). A separate BackupWait
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Nei ghbor List is created for each MANET interface, but only
one BackupWait Tinmer is associated with the LSA. Exami ne the
next interface (the LSA is not yet flooded out this

i nterface).

(7) If this step is reached, the LSA is flooded out the interface.
.1.1. Note on Step 6 of LSA Forwarding Procedure

Perform ng the optional Step 6 can greatly reduce fl oodi ng overhead
if the LSA was received on a MANET or broadcast interface. For
exanpl e, assunme that the LSA was received fromthe DR of a broadcast
network that includes 100 routers, and 50 of the routers (not
including the DR) are al so attached to a MANET. Assume that these 50
routers are nei ghbors of each other in the MANET and that each has a
nei ghbor in the MANET that is not attached to the broadcast network
(and is therefore not covered). Then by performng Step 6 of the LSA
forwardi ng procedure, the nunber of routers that forward the LSA from
the broadcast network to the MANET is reduced from50 to just 1
(assuming that at nmost 1 of the 50 routers is an MDR).

.1.2. BackupWait Timer Expiration

If the BackupWait Tinmer for an LSA expires, then the foll owi ng steps
are performed for each (MANET) interface for which a BackupWait
Nei ghbor List exists for the LSA

(1) If the BackupWait Nei ghbor List for the interface contains at
| east one router that is currently a bidirectional neighbor, the
foll owi ng actions are perforned.

(a) The LSA is flooded out the interface.

(b) If the LSAis on the Ack List for the interface (i.e., is
schedul ed to be included in a delayed Link State
Acknowl edgrment packet), then the router SHOULD renpve the LSA
fromthe Ack List, since the flooded LSA will be treated as an
inmplicit Ack.

(c) If the LSAis on the Link State retransm ssion list for any
nei ghbor, the retransm ssion SHOULD be reschedul ed to occur
after Rxntlnterval seconds.

(2) The BackupWait Neighbor List is then deleted (whether or not the
LSA is flooded).
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8.2. Sending Link State Acknow edgnents

This section describes the procedure for sending Link State

Acknowl edgrments (LS Acks) on MANET interfaces. Section 13.5 of

[ RFC2328] remai ns unchanged for non- MANET i nterfaces, but does not
apply to MANET interfaces. To mnimze overhead due to LS Acks, and
to take advantage of the broadcast nature of MANETs, all LS Ack
packets sent on a MANET interface are multicast using the |IP address
Al SPFRouters. In addition, duplicate LSAs received as a nulticast
are not acknow edged.

When a router receives an LSA, it must deci de whether to send a

del ayed Ack, an inmredi ate Ack, or no Ack. The interface paraneter
Acklnterval is the interval between LS Ack packets when only del ayed
Acks need to be sent. A delayed Ack SHOULD be del ayed by at | east
(RxmtInterval - Acklnterval - 0.5) seconds and at nost (Rxmtlnterva

- 0.5) seconds after the LSA instance bei ng acknow edged was first
received. |If Acklnterval and Rxntinterval are equal to their default
val ues of 1 and 7 seconds, respectively, this reduces Ack traffic by
i ncreasi ng the chance that a new i nstance of the LSA will be received
before the delayed Ack is sent. An imediate Ack is sent immediately
in a nulticast LS Ack packet, which may al so i nclude del ayed Acks
that were scheduled to be sent.

The deci sion whether to send a del ayed or inmmedi ate Ack depends on
whet her the received LSAis new (i.e., is nore recent than the

dat abase copy) or a duplicate (the sanme instance as the database
copy), and on whether the LSA was received as a multicast or a

uni cast (which indicates a retransnmtted LSA). The follow ng rules
are used to make this decision.

(1) If the received LSA is new, a delayed Ack is sent on each MANET
interface associated with the area, unless the LSA is flooded out
the interface.

(2) If the LSAis a duplicate and was received as a nulticast, the
LSA is not acknow edged.

(3) If the LSAis a duplicate and was received as a unicast:
(a) If the router is an MDR, or AdjConnectivity = 2 and the
router is a Backup MDR, or AdjConnectivity = 0, then an
i mediate Ack is sent out the receiving interface.

(b) OGtherwi se, a delayed Ack is sent out the receiving interface.
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The reason that (Backup) MDRs send an i mmedi ate Ack when a
retransmtted LSA is received is to try to prevent other adjacent

nei ghbors fromretransnmitting the LSA, since (Backup) MDRs usually
have a | arge nunber of adjacent neighbors. NMDR Other routers do not
send an inmedi ate Ack (unless Adj Connectivity = 0) because they have
fewer adjacent nei ghbors, and so the potential benefit does not
justify the additional overhead resulting from sending i mediate
Acks.

8.3. Retransmitting LSAs

LSAs are retransmtted according to Section 13.6 of [RFC2328]. Thus,
LSAs are retransmtted only to adjacent routers. Therefore, since
OSPF- MDR does not all ow an adj acency to be forned between two MDR

QO her routers, an MDR Ot her never retransnits an LSA to anot her MDR
O her, only to its Parents, which are (Backup) MDRs.

Retransmitted LSAs are included in LSU packets that are unicast
directly to an adjacent nei ghbor that did not acknow edge the LSA
(explicitly or inmplicitly). The length of tinme between

retransm ssions is given by the configurable interface paraneter
Rxnt I nterval, whose default is 7 seconds for a MANET interface. To
reduce overhead, several retransmtted LSAs should be included in a
singl e LSU packet whenever possi bl e.

8.4. Receiving Link State Acknow edgments

A Link State Acknow edgment (LS Ack) packet that is received from an
adj acent nei ghbor (in state Exchange or greater) is processed as
described in Section 13.7 of [RFC2328], with the additional steps
described in this section. An LS Ack packet that is received froma
nei ghbor in a |l esser state than Exchange is di scarded.

Each router maintains an Acked LSA List for each adjacent nei ghbor
to keep track of any LSA instances the nei ghbor has acknow edged but
that the router itself has NOT yet received. This is necessary
because (unlike [RFC2328]) each router acknow edges an LSA only the
first time it is received as a nulticast.

If the neighbor fromwhich the LS Ack packet was received is in state
Exchange or greater, then the follow ng steps are performed for each
LS Ack in the received LS Ack packet:

(1) If the router does not have a database copy of the LSA being
acknow edged, or has a database copy that is |less recent than the
one bei ng acknow edged, the LS Ack is added to the Acked LSA Li st
for the sendi ng nei ghbor.
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(2) If the router has a database copy of the LSA being acknow edged,
which is the same as the instance bei ng acknowl edged, then the
following action is performed. For each MANET interface for
whi ch a BackupWait Nei ghbor List exists for the LSA (see Section
8.1), renove the sendi ng nei ghbor fromthe BackupWait Nei ghbor
List if it belongs to the |ist.

Rout er - LSAs

Unli ke the DR of an OSPF broadcast network, an MDR does not originate
a network-LSA, since a network-LSA cannot be used to describe the
general topology of a MANET. Instead, each router advertises a
subset of its MANET nei ghbors as point-to-point links in its router-
LSA. The choice of which MANET nei ghbors to include in the router-
LSA is flexible. Wether or not adjacency reduction is used, the
router can originate either partial-topology or full-topol ogy LSAs.

I f adjacency reduction is used (AdjConnectivity is 1 or 2), then as a
m ni mum requi renent each router mnust advertise a m ni mum set of
"backbone" neighbors in its router-LSA. This m ni mum choice
corresponds to LSAFullness = 0, and results in the m ni mum anmount of
LSA fl oodi ng overhead, but does not provide routing al ong shortest

pat hs.

Therefore, to allow routers to cal cul ate shortest paths, w thout
requiring every pair of neighboring routers along the shortest paths
to be adjacent (which would be inefficient due to requiring a |arge
nunber of adjacencies), a router-LSA may al so advertise non-adj acent
nei ghbors that satisfy a synchronization condition described bel ow

To notivate this, we note that OSPF al ready all ows a non-adjacent

nei ghbor to be a next hop, if both the router and the nei ghbor bel ong
to the same broadcast network (and are both adjacent to the DR). A
networ k- LSA for a broadcast network (which includes all routers
attached to the network) inmplies that any router attached to the
network can forward packets directly to any other router attached to
the network (which is why the distance fromthe network to al
attached routers is zero in the graph representing the Iink-state

dat abase) .

Si nce a network-LSA cannot be used to describe the general topol ogy
of a MANET, the only way to adverti se non-adjacent nei ghbors that can
be used as next hops is to include themin the router-LSA. However,
to ensure that such neighbors are sufficiently synchronized, only
"rout abl e" nei ghbors are allowed to be included in LSAs, and to be
used as next hops in the SPF cal cul ation
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9.1. Routable Neighbors

I f adjacency reduction is used, a bidirectional MANET nei ghbor
becomes routable if the SPF cal cul ation has found a route to the

nei ghbor and t he nei ghbor satisfies the routable neighbor quality
condition (defined below). Since only routable and Full nei ghbors
are advertised in router-LSAs, and since adjacencies are selected to
forma connected spanni ng subgraph, this definition inplies that
there exists, or recently existed, a path of full adjacencies from
the router to the routable neighbor. The idea is that, since a

rout abl e nei ghbor can be reached through an acceptable path, it makes
sense to take a "shortcut" and forward packets directly to the

rout abl e nei ghbor.

Thi s requirenment does not guarantee perfect synchronization, but
si mul ati ons have shown that it perforns well in nobile networks.
Thi s requirement avoids, for exanple, forwarding packets to a new
nei ghbor that is poorly synchroni zed because it was not reachable
before it becane a nei ghbor

To avoid sel ecting poor-quality neighbors as routabl e neighbors, a
nei ghbor that is selected as a routabl e neighbor nmust satisfy the
rout abl e nei ghbor quality condition. By default, this condition is
that the neighbor’s BNS nust include the router itself (indicating
that the nei ghbor agrees the connection is bidirectional).

Optionally, a router may inpose a stricter condition. For exanple, a
router may require that two Hell os have been received fromthe

nei ghbor that (explicitly or inplicitly) indicate that the neighbor’s
BNS i ncludes the router itself.

The singl e-bit neighbor variabl e Routable indicates whether the

nei ghbor is routable, and is initially set to 0. |If adjacency
reduction is used, Routable is updated as foll ows when the state of
the nei ghbor changes, or the SPF cal culation finds a route to the
nei ghbor, or a Hello is received that affects the routable neighbor
quality condition.

(1) If Routable is O for the neighbor, the state of the neighbor is
2-\WWy or greater, there exists a route to the nei ghbor, and the
rout abl e nei ghbor quality condition (defined above) is satisfied,
then Routable is set to 1 for the nei ghbor

(2) If Routable is 1 for the neighbor and the state of the nei ghbor
is less than 2-Way, Routable is set to O for the nei ghbor

I f adj acency reduction is not used (Adj Connectivity = 0), then

rout abl e nei ghbors are not computed and the set of routable neighbors
remai ns enpty.
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9.2. Backbone Nei ghbors

The flexible choice for the router-LSA is nade possible by defining
two types of neighbors that are included in the router-LSA: backbone
nei ghbors and Sel ected Advertised Nei ghbors.

| f adjacency reduction is used, a bidirectional neighbor is defined
to be a backbone neighbor if and only if it satisfies the condition
for becom ng adjacent (see Section 7.2). |If adjacency reduction is
not used (Adj Connectivity = 0), a bidirectional neighbor is a
backbone nei ghbor if and only if the neighbor’s A-bit is O
(indicating that the neighbor is using adjacency reduction). This
definition allows the interoperation between routers that use

adj acency reduction and routers that do not.

| f adj acency reduction is used, then a router MJST include in its
router-LSA all Full neighbors and all routabl e backbone nei ghbors. A
m ni mal LSA, corresponding to LSAFullness = 0, includes only these

nei ghbors. This choi ce guarantees connectivity, but does not ensure
shortest paths. However, this choice is useful in large networks to
achi eve maxi mum scal ability.

9.3. Selected Advertised Nei ghbors

To allow flexibility while ensuring that router-LSAs are symmetric
(i.e., router i advertises a link to router j if and only if router j
advertises a link to router i), each router maintains a Selected
Advertised Nei ghbor set (SANS), which consists of MANET nei ghbors
that the router has selected to advertise in its router-LSA, not

i ncl udi ng backbone nei ghbors. Since the SANS does not include
backbone nei ghbors (and thus Dependent Nei ghbors), the SANS and DNS
are disjoint. Both of these neighbor sets are advertised in Hellos.

If LSAFullness is O (mnimal LSAs), then the SANS is enpty. At the
other extreme, if LSAFullness is 4 (full-topology LSAs), the SANS

i ncludes all bidirectional MANET nei ghbors except backbone nei ghbors.
In between these two extrenes, a router that is using adjacency
reducti on nmay sel ect any subset of bidirectional non-backbone

nei ghbors as its SANS. The resulting router-LSA is constructed as
specified in Section 9. 4.

Since a router that is not using adjacency reduction typically has no
backbone nei ghbors (unless it has neighbors that are using adjacency
reduction), to ensure connectivity, such a router must choose its
SANS to contain the SANS corresponding to LSAFullness = 1. Thus, if
Adj Connectivity is O (no adjacency reduction), then LSAFul |l ness mnust
be 1, 2, or 4.
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If LSAFullness is 1, the router originates mn-cost LSAs, which are
partial -topol ogy LSAs that (when flooded) provide each router with
sufficient information to cal culate a shortest (mnimmcost) path to
each destination. Appendix C describes the algorithmfor selecting
the neighbors to include in the SANS that results in mn-cost LSAs.
The input to this algorithmincludes information obtained from Hell os
recei ved from each MANET nei ghbor, including the neighbor’s

Bi di recti onal Nei ghbor Set (BNS), Dependent Nei ghbor Set (DNS),

Sel ected Advertised Nei ghbor Set (SANS), and the Metric TLV. The
Metric TLV, specified in Section A. 2.5, is appended to each Hello
(unless all link costs are 1) to advertise the link cost to each

bi di recti onal nei ghbor

If LSAFullness is 2, the SANS nust be selected to be a superset of
the SANS corresponding to LSAFullness = 1. This choice provides
shortest-path routing while allowing the router to advertise
addi ti onal nei ghbors to provide redundant routes.

If LSAFullness is 3, each MDR originates a full-topology LSA (which
i ncludes all Full and routable neighbors), while each non-MDR router
originates a minimal LSA. If the router has nultiple MANET
interfaces, the router-LSA includes all Full and routabl e neighbors
on each interface for which it is an MDR, and advertises only Ful

nei ghbors and rout abl e backbone nei ghbors on its other interfaces.
Thi s choi ce provides routing along nearly shortest paths with
relatively | ow overhead.

Al t hough this docunent specifies a few choices of the SANS, which
correspond to different values of LSAFullness, it is inportant to
note that other choices are possible. In addition, it is not
necessary for different routers to choose the sanme val ue of
LSAFul I ness. The different choices are interoperable because they
all require the router-LSA to include a mnimum set of neighbors, and
because the construction of the router-LSA (described bel ow) ensures
that the router-LSAs originated by different routers are consistent.

9.4. Oiginating Router-LSAs

When a new router-LSA is originated, it includes a point-to-point
(type 1) link for each MANET nei ghbor that is advertised. The set of
nei ghbors to be advertised is determned as follows. |[If adjacency
reduction is used, the router advertises all Full neighbors, and
adverti ses each routabl e neighbor j that satisfies any of the
following three conditions. |If adjacency reduction is not used

(Adj Connectivity = 0), the router advertises each Full nei ghbor |
that satisfies any of the followi ng three conditions.

(1) The router’s SANS (for any interface) includes j.
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(2) Neighbor j’s SANS includes the router (to ensure symetry).
(3) Neighbor j is a backbone nei ghbor

Not e t hat backbone nei ghbors and nei ghbors in the SANS need not be
routable or Full, but only routable and Full nei ghbors may be
included in the router-LSA. This is done so that the SANS, which is
advertised in Hellos, does not depend on routability.

The events that cause a new router-LSA to be originated are the sane
as in [RFC2328] and [ RFC5340] except that a MANET nei ghbor changi ng
to/fromthe Full state does not always cause a new router-LSA to be
originated. Instead, a new router-LSA is originated whenever a
change occurs that causes any of the following three conditions to
occur:

o There exists a MANET nei ghbor j that satisfies the above
conditions for inclusion in the router-LSA, but is not included in
the current router-LSA.

o The current router-LSA includes a MANET nei ghbor that is no | onger
bi di recti onal

o The link netric has changed for a MANET nei ghbor that is included
in the current router-LSA

The above conditions may be checked periodically just before sending
each Hell o, instead of checking themevery time one of the neighbor
sets changes. The follow ng inplenmentation was found to work well.
Just before sending each Hell o, and whenever a bidirectional neighbor
transitions to |l ess than 2-Way, the router runs the MDR sel ection
algorithm updates its adjacencies, routable neighbors, and Sel ected
Advertised Neighbors; then checks the above conditions to see if a
new router-LSA should be originated. |In addition, if a neighbor
becormes bidirectional or Full, the router updates its routable

nei ghbors and checks the above conditi ons.

Cal cul ati ng the Routing Table

The routing table calculation is the same as specified in [ RFC2328],
except for the followi ng changes to Section 16.1 (Cal cul ating the
shortest-path tree for an area). |If full-topol ogy adjacencies and
full -topol ogy LSAs are used (Adj Connectivity = 0 and LSAFul | ness =
4), there is no change to Section 16.1.

| f adj acency reduction is used (AdjConnectivity is 1 or 2), then
Section 16.1 is nodified as follows. Recall from Section 9 that a
router can use any routable neighbor as a next hop to a destination
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whet her or not the neighbor is advertised in the router-LSA. This is
acconpl i shed by nodi fying Step 2 so that the router-LSA associ ated
with the root vertex is replaced with a dumry router-LSA that
includes links to all Full neighbors and all routable MANET

nei ghbors. In addition, Step 2b (checking for a link from Wback to
V) MUST be skipped when Vis the root vertex and Wis a routable
MANET nei ghbor. However, Step 2b nust still be executed when V is
not the root vertex, to ensure compatibility with OSPFv3.

If LSAFullness is O (mnimal LSAs), then the cal cul ated pat hs need
not be shortest paths. 1In this case, the path actually taken by a
packet can be shorter than the cal cul ated path, since internediate
routers may have routabl e nei ghbors that are not advertised in any
rout er - LSA.

If full-topol ogy adjacenci es and partial -topol ogy LSAs are used, then
Section 16.1 is nodified as follows. Step 2 is nodified so that the
router-LSA associated with the root vertex is replaced with a dumy
router-LSA that includes links to all Full neighbors. 1In addition
Step 2b MJST be skipped when V is the root vertex and Wis a Ful
MANET nei ghbor. (This is necessary since the neighbor’s router-LSA
need not contain a link back to the router.)

I f adjacency reduction is used with partial -topol ogy LSAs, then the
set of routable neighbors can change wi thout causing the contents of
the router-LSA to change. This could happen, for exanple, if a

rout abl e nei ghbor that was not included in the router-LSA transitions
to the Down or Init state. Therefore, if the set of routable

nei ghbors changes, the shortest-path tree nust be recal cul ated, even
if the router-LSA does not change.

After the shortest-path tree and routing table are cal cul ated, the
set of routable neighbors nmust be updated, since a route to a non-
rout abl e nei ghbor nmay have been di scovered. |f the set of routable
nei ghbors changes, then the shortest-path tree and routing table nust
be cal cul ated a second tinme. The second calculation will not change
the set of routabl e neighbors again, so two cal cul ations are
sufficient. |If the set of routable neighbors is updated periodically
every Hellolnterval seconds, then it is not necessary to update the
set of routable neighbors inmrediately after the routing table is
updat ed.
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Security Considerations

As with OSPFv3 [ RFC5340], OSPF-MDR can use the | Pv6 Authentication
Header (AH) [RFC4302] and/or the |IPv6 Encapsul ati on Security Payl oad
(ESP) [RFC4303] to provide authentication, integrity, and/or
confidentiality. The use of AH and ESP for OSPFv3 is described in

[ RFC4552] .

CGeneric threats to routing protocols are described and categorized in
[ RFC4593]. The nechani sms described in [ RFC4552] provi de protection
agai nst many of these threats, but not all of them |In particular

as nentioned in [RFC5340], these nechani sns do not provide protection
agai nst conprom sed, nalfunctioning, or msconfigured routers (also
call ed Byzantine routers); this is true for both CSPFv3 and OSPF- MDR

The extension of OSPFv3 to include MANET routers does not introduce
any new security threats. However, the use of a wreless medi um and
| ack of infrastructure, inherent with MANET routers, nmay render sone
of the attacks described in [ RFC4593] easier to nount. Depending on
the network context, these increased vulnerabilities nay increase the
need to provide authentication, integrity, and/or confidentiality, as
well as anti-replay service.

For exanple, sniffing of routing information and traffic analysis are
easier tasks with wireless routers than with wired routers, since the
attacker only needs to be within the radio range of a router. The
use of confidentiality (encryption) provides protection agai nst
sniffing but not traffic analysis.

Simlarly, interference attacks are al so easier to nount agai nst
MANET routers due to their wireless nature. Such attacks can be
nount ed even if OSPF packets are protected by authentication and
confidentiality, e.g., by transmtting noise or replaying outdated
OSPF packets. As discussed below, an anti-replay service (provided
by both ESP and AH) can be used to protect against the latter attack.

The following threat actions are al so easier with MANET routers:
spoofing (assuming the identify of a legitimte router),
falsification (sending false routing information), and overl oadi ng
(sending or triggering an excessive anmount of routing updates).

These attacks are only possible if authentication is not used, or the
attacker takes control of a router or is able to forge |egitimcy
(e.g., by discovering the cryptographic key).

[ RFC4552] mandates the use of manual keying when current |Psec
protocols are used with OSPFv3. Routers are required to use manually
configured keys with the same security association (SA) parameters
for both inbound and outbound traffic. For MANET routers, this
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12.

inplies that all routers attached to the same MANET nust use the sane
key for nulticasting packets. This is required in order to achieve
scalability and feasibility, as explained in [ RFC4552]. Future

speci fications can explore the use of automated key managenent
protocol s that may be suitable for MANETS.

As di scussed in [ RFC4552], the use of mmnual keys can increase

vul nerability. For exanple, nanual keys are usually long lived, thus
giving an attacker nore tine to discover the keys. |In addition, the
use of the sane key on all routers attached to the same MANET | eaves
all routers insecure against inpersonation attacks if any one of the
routers is conprom sed

Al t hough [ RFC4302] and [ RFC4303] state that inplenentations of AH and
ESP SHOULD NOT provide anti-replay service in conjunction with SAs
that are manually keyed, it is inportant to note that such service is
allowed if the sequence number counter at the sender is correctly

mai nt ai ned across | ocal reboots until the key is repl aced.

Therefore, it nmay be possible for MANET routers to nake use of the
anti-replay service provided by AH and ESP

VWhen an OSPF routing domai n includes both MANET networ ks and fixed
networ ks, the frequency of OSPF updates either due to actual topol ogy
changes or mal feasance could result in instability in the fixed
networks. In situations where this is a concern, it is recomended
that the border routers segregate the MANET networks fromthe fixed
networks with either separate OSPF areas or, in cases where |egacy
routers are very sensitive to OSPF update frequency, separate OSPF
instances. Wth separate OSPF areas, the 5-second MnLSInterval wll
danpen the frequency of changes originated in the MANET networks.
Addi tionally, OSPF ranges can be configured to aggregate prefixes for
the areas supporting MANET networks. Wth separate OSPF instances,
nore conservative local policies can be enployed to limt the vol unme
of updates emanating fromthe MANET networks.

| ANA Consi der ati ons

Thi s docunment defines three new LLS TLV types: MDR-Hello TLV (14),
MDR- Metric TLV (16), and MDR-DD TLV (15) (see Section A 2).
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Appendi x A. Packet Formats
A.'l. Options Field

The L bit of the OSPF options field is used for |ink-local signaling,
as described in [RFC5613]. Routers set the L bit in Hello and DD
packets to indicate that the packet contains an LLS data bl ock
Routers set the L bit in a self-originated router-LSA to indicate
that the LSA i s non-ackabl e.

A. 2. Link-Local Signaling

OSPF- MDR uses link-local signaling [ RFC5613] to append the MDR-Hello
TLV and MDR-Metric TLV to Hell o packets, and to append the MDR-DD TLV
to Dat abase Description packets. Link-local signaling is an

ext ensi on of OSPFv2 and OSPFv3 that allows the exchange of arbitrary
dat a using existing OSPF packet types. Here we use LLS for OSPFv3,
which is acconplished by adding an LLS data block at the end of the
OSPFv3 packet. The OSPF packet length field does not include the

l ength of the LLS data bl ock, but the |Pv6 packet |ength does include
this | ength.

A 2.1. LLS Data Bl ock

The data bl ock used for link-local signaling is formatted as
described below in Figure A 1.

0 1 2 3
01234567890123456789012345678901
B T s i I S e i S i i S S e S
| Checksum | LLS Data Length |
s S S i I S R R e h T Tk e S S S o T S

| |
| LLS TLVs |

R e L i e e i i SR S e e C s
Figure A 1: Format of LLS Data Bl ock

The Checksum field contains the standard | P checksum of the entire
contents of the LLS bl ock.

The 16-bit LLS Data Length field contains the length (in 32-bit
words) of the LLS block including the header and payl oad.

| mpl ement ati ons should not use the Length field in the | Pv6 packet
header to determ ne the Il ength of the LLS data bl ock

Qui er & Spagnol o Experi ment al [ Page 52]



RFC 5614 MANET Ext ensi on of OSPF August 2009

The rest of the block contains a set of Type/Length/Value (TLV)
triplets as described in the follow ng section. Al TLVs mnust be
32-bit aligned (with padding if necessary).

A 2.2. LLS TLV For mat

The contents of the LLS data block are constructed using TLVs. See
Figure A .2 for the TLV format.

The Type field contains the TLV ID, which is unique for each type of
TLV. The Length field contains the Iength of the Value field (in
bytes) that is variable and contains arbitrary data.

0 1 2 3
01234567890123456789012345678901
B T T i R R el i T S I R S e S T e ik ST I S S e S I S
| Type | Length |
T R i i o SEIE HIE S RIS R S I R S R R e e R R I i I i e e i i
| |
Val ue
:I-- R R ik e ik i o S S e T e e e S it i otk SIS R SRR i I S +-:|-

Figure A 2: Format of LLS TLVs

Note that TLVs are al ways padded to a 32-bit boundary, but padding
bytes are not included in the TLV Length field (though they are
included in the LLS Data Length field of the LLS bl ock header). Al
unknown TLVs MJST be silently ignored.

A 2.3. MRHello TLV

The MDR-Hello TLV is appended to each MANET Hello using LLS. It

i ncludes the current Hell o sequence nunmber (HSN) for the transmitting
interface and the nunber of neighbors of each type that are listed in
the body of the Hello (see Section 4.1). It also indicates whether
the Hello is differential (via the D-bit), and whether the router is
usi ng full-topol ogy adjacencies (via the A-bit).
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0 1 2 3
01234567890123456789012345678901
T ok R i o T e i s ok S S SR R R o
| Type | Length |
B s i S i I i S S S i i
| Hel | o Sequence Number | Reserved | Al D
e s o S e S e S R SR
| N1 | N2 | N3 | NA |
Lk e e T S e i i Sl S N R

o Type: Set to 14.

o Length: Set to 8.

o Hello Sequence Nunber: A circular two-octet unsigned integer
indicating the current HSN for the transmitting interface. The
HSN for the interface is incremented by 1 (nodul o 2716) every tine
a (differential or full) Hello is sent on the interface.

0 Reserved: Set to 0. Reserved for future use.

o A(1 bit): Set to 1 if AdjConnectivity is 0; otherw se, set to O.

o D (1 bit): Set to 1 for a differential Hello and 0 for a ful
Hel | o.

0 N1l (8 bits): The nunber of neighbors listed in the Hello that are
in state Down. Nl is zero if the Hello is not differential

o N2 (8 bits): The nunber of neighbors listed in the Hello that are
in state Init.

0 N3 (8 bits): The nunber of neighbors listed in the Hello that are
Dependent .

o N4 (8 bits): The nunber of neighbors listed in the Hello that are
Sel ect ed Advertised Nei ghbors.

A 2.4, NDR-DD TLV

VWen a Dat abase Description packet is sent to a neighbor in state
ExStart, an MDR-DD TLV is appended to the packet using LLS. It

i ncl udes the sanme two Router IDs that are included in the DR and
Backup DR fields of a Hello sent by the router, and is used to
indicate the router’s MDR Level and Parent(s).
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0 1 2 3
01234567890123456789012345678901
A S S T T S S S S R T h

| Type | Length |
B s s S T i ik s S S S S T
| DR |
I L S i I R it N DR S R i St N S
| Backup DR

R Rt et r T i o S R R R R LR R o o o T S
o Type: Set to 15.
o Length: Set to 8.

0 DR The sane Router IDthat is included in the DR field of a Hello
sent by the router (see Section A 3).

o Backup DR The sane Router ID that is included in the Backup DR
field of a Hello sent by the router (see Section A 3).

A.2.5 NMDR-Metric TLV

If LSAFullness is 1 or 2, an MDR-Metric TLV nust be appended to each
MANET Hel | o packet using LLS, unless all link nmetrics are 1. This
TLV advertises the link netric for each bidirectional neighbor |isted
in the body of the Hello. At a mininmum this TLV advertises a single
default metric. |If the | bit is set, the Router ID and link nmetric
are included for each bidirectional neighbor listed in the body of
the Hello whose link netric is not equal to the default metric. This
option reduces overhead when all nei ghbors have the sane |ink netric,
or only a few neighbors have a link netric that differs fromthe
default metric. |If the | bit is zero, the link metric is included
for each bidirectional neighbor that is listed in the body of the
Hell o and the neighbor RIDs are omtted fromthe TLV.
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0 1 2 3
01234567890123456789012345678901
A S S S e i S R T S S i SR S

| Type | Length |
B s i S i I i S S S i i
| Default Metric | Reserved [ 1]

e S i S i i S i
| Nei ghbor 1D (1)

I I S i i i L i i i i i i N
| Nei ghbor 1D (2)

i i S T S S S s S S S i ai i i ST
L-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-L
| Metric (1) Metric (2)

I I S i i i i i i S S S S R T

B T I T R e e e it coT T S T e e e T R i st sT S T O I SR g
o Type: Set to 16.

o Length: Set to 4 + 6*Nif the I bit is 1, and to 4 + 2*Nif the
bit is 0, where Nis the nunber of neighbors included in the TLV.

o Default Metric: If the |l bit is 1, this is the link netric that
applies to every bidirectional neighbor listed in the body of the
Hell o whose RIDis not listed in the Metric TLV.

o Neighbor ID If the |l bit is 1, the RIDis listed for each
bi di recti onal neighbor (Lists 3 through 5 as defined in Section
4.1) in the body of the Hello whose link netric is not equal to
the default nmetric. Oritted if the | bit is O.

0 Metric: Link metric for each bidirectional neighbor, listed in the
same order as the Neighbor IDs inthe TLVif the | bit is 1, and
in the same order as the Neighbor IDs of bidirectional neighbors
(Lists 3 through 5 as defined in Section 4.1) in the body of the
Hello if the |I bit is O.
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The Designated Router (DR) and Backup DR fields of a Hello packet are

set as foll ows:

o0 DR This fieldis the router’s Parent, or is 0.0.0.0 if the
Parent is null. The Parent of an MDR is always the router’s own

RI D.

o Backup DR: This field is the router’s Backup Parent, or is
0.0.0.0 if the Backup Parent is null. The Backup Parent of a BMDR

is always the router’s own RID.
A 4. LSA Formats and Exanpl es

LSA formats are specified in [ RFC5340], Section 4.4.
bel ow gi ves an exanple network map for a MANET in a

o Four MANET routers RT1, RT2, RT3, and RT4 are in
o0 RT1's MANET interface has links to RT2 and RT3’ s
o0 RT2's MANET interface has links to RT1 and RT3's

o RT3's MANET interface has |links to RT1, RT2, and
i nt erfaces.

0 RT4's MANET interface has a link to RT3's MANET i

Figure A 3
singl e area.

area 1.
MANET i nterfaces.
MANET i nterfaces.

RT3’ s MANET

nt erface.

o RT1 and RT2 have stub networks attached on broadcast interfaces.

o RT3 has a transit network attached on a broadcast
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Area 1
+
|
|  2+4---+1 14---+
NL |---|RT1|----+ +---| RT4| ----
| +-- -+ [\ / +-- -+
| | \ /
+ |\ N3 /
| \ /
+ | \ /
| | \ /
| 2+---+1 | \ /
N2 |---|RT2|----+------- +
| +---+ | 1
| +-- -+
| | RT3| ----------------
+ +---+
| 2
Fom o +
| 1 N4
+---+
| RT5|
+---+

N1 5f 00: 0000: c001: 0200: :/56
N2 5f 00: 0000: c001: 0300: :/56
N4 5f 00: 0000: c001: 0400: : /56

Table 1: 1Pv6 link prefixes for sanple network
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Rout er

RT3

RT4

RT5

Tabl e 2:

Rout er

RT3

RT4

RT5

Tabl e 3:

interfa

MANET Ext ensi on of OSPF

ce

Interface I D

PRPONPFPONREFPONERO

| Pv6

: 0000:
: 0002:

: 0000:
: 0004:

: 0000:

| Pv6 |ink prefixes for sanple network

interface

OSPF interface IDs and |link-1oca

Qui er & Spagnol o

Interface I D

PRPONPFPONREFPONELO

Experi ment al

i nk-1ocal

n/ a
f e80: 0001:
f e80: 0002:
n/ a
f e80:
f e80:
n/ a
f e80:
f e80:
n/ a
f e80:
f e80:

0001::
0002: :

0001::
0002: :

0001::
0002: :

gl obal

August 2009

uni cast

c001: 0200
./ 64

:c001: 0300
11/ 64

c001: 0400
./ 64

c001: 0400

addr ess
RT1
RT1

RT2
RT2

RT3
RT3

RT4
RT5

addr esses

prefix

. RT1/ 56

. RT2/ 56

. RT3/ 56

. RT5/ 56
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A 4.1. Router-LSAs
As an exanpl e, consider the router-LSA that node RT3 would originate.
The node consists of one MANET, one broadcast, and one | oopback
interface.

RT3 s router-LSA

LS age = DoNot Age+0 ;newly originated
LS type = 0x2001 ;router-LSA
Link State ID =0 ;first fragnment
Advertising Router = 192.1.1.3 ; RT3’ s Router ID
bit E=0 ;not an AS boundary router
bit B=1 ;area border router
Options = (V6-bit|E-bit|Rbit)
Type =1 ;p2p link to RT1
Metric = 1 ;cost to RT1
Interface ID =1 ;Interface ID
Nei ghbor Interface ID =1 ;Interface ID
Nei ghbor Router ID = 192.1.1.1 ;RT1's Router ID
Type =1 yp2p link to RT2
Metric = 1 ;cost to RT2
Interface ID = 1 ;Interface ID
Nei ghbor Interface ID =1 ;Interface ID
Nei ghbor Router ID = 192.1.1.2 ;RT2's Router ID
Type =1 ;p2p link to RT4
Metric =1 ;cost to RT4
Interface ID = 1 ;Interface ID
Nei ghbor Interface ID =1 ;Interface ID
Nei ghbor Router ID = 192.1.1.4 ;RT4’s Router ID
Type = 2 ;connects to N4
Metric = 1 ;cost to M
Interface ID = 2 ;RT3"s Interface ID
Nei ghbor Interface ID =1 ; RT5's Interface ID (el ected DR)

Nei ghbor Router ID = 192.1.1.5 ;RT5 s Router ID (elected DR
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A 4.2. Link-LSAs

Consi der the link-LSA that RT3 would originate for its MANET
i nterface.

RT3’s link-LSA for its MANET interface

LS age = DoNot Age+0 ;newly originated
LS type = 0x0008 ; Li nk- LSA

Link State ID =1 ;Interface ID
Advertising Router = 192.1.1.3 ; RT3’ s Router 1D
RtrPri =1 ;default priority

Options = (V6-bit|E-bit|R-bit)
Li nk-1ocal Interface Address = fe80:0001:: RT3
# prefixes =0 ;no gl obal unicast address

A 4. 3. I ntra-Area-Prefix-LSAs

A MANET node originates an intra-area-prefix-LSA to advertise its own
prefixes, and those of its attached networks or stub links. As an
exanpl e, consider the intra-area-prefix-LSA that RT3 will build.

RT2’s intra-area-prefix-LSA for its own prefixes

LS age = DoNot Age+0 ;newly originated

LS type = 0x2009 ;intra-area-prefix-LSA
Link State ID = 177 ; or sonet hi ng
Advertising Router = 192.1.1.3 ; RT3’ s Router 1D

# prefixes = 2

Ref erenced LS type = 0x2001 ;router-LSA reference

Ref erenced Link State ID =0 ;always 0 for router-LSA reference

Ref erenced Advertising Router = 192.1.1.3 ;RT2’'s Router ID
PrefixLength = 64 ;prefix on RT3 s LOOPBACK
PrefixOptions = 0
Metric = O ;cost of RT3 s LOOPBACK

Address Prefix = 5f00:0003::/64
PrefixLength = 56

PrefixOptions = 0

Metric =1 ;cost of RT3's interface 2
Address Prefix = 5f00: 0000: c001: 0400: : RT3/ 56 ; pad

;prefix on RT3's interface 2
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Appendi x B. Detailed Al gorithns for NMDR/ BVMDR Sel ection

This section provides detailed algorithms for Step 2.4 of Phase 2
(MDR sel ection) and Step 3.2 of Phase 3 (BMDR sel ection) of the MDR
sel ection al gorithmdescribed in Section 5. Step 2.4 uses a breadth-
first search (BFS) algorithm and Step 3.2 uses an efficient
algorithmfor finding pairs of node-disjoint paths fromRrax to al

ot her nei ghbors. Both algorithnms run in Q(d"2) tine, where d is the
nunber of nei ghbors.

For convenience, in the follow ng description, the term "bi-nei ghbor"
will be used as an abbreviation for "bidirectional neighbor”. Also,
node i denotes the router performng the cal cul ation

B.1. Detailed Algorithmfor Step 2.4 (MDR Sel ecti on)

The followi ng algorithmperforns Step 2.4 of the MDR sel ection

al gorithm and assumes that Phase 1 and Steps 2.1 through 2.3 have
been performed, so that the nei ghbor connectivity matri x NCM has been
conputed and Rmax is the bi-neighbor with the (Iexicographically)

| argest value of (RtrPri, MDR Level, RID). The BFS algorithmuses a
FI FO queue so that all nodes 1 hop from node Rrax are processed
first, then 2 hops, etc. When the BFS algorithmtermnates, hops(u),
for each bi-nei ghbor node u of node i, will be equal to the m ni mum
nunber of hops from node Rhmax to node u, using only internediate
nodes that are bi-neighbors of node i and that have a | arger val ue of
(RtrPri, MDR Level, RID) than node i. The algorithmalso conputes,
for each node u, the tree parent p(u) and the second node r(u) on the
tree path fromRmax to u, which will be used in Step 3.2.

(a) Conpute a matrix of link costs c(u,v) for each pair of bi-
nei ghbors u and v as follows: |If node u has a | arger val ue of
(RtrPri, MDR Level, RID) than node i, and NCMu,v) = 1, then set
c(u,v) to 1. Oherwise, set c(u,v) to infinity. (Note that the
matrix NCMu,v) is symetric, but the matrix c(u,v) is not.)

(b) Set hops(u) = infinity for all bi-neighbors u other than Rmax,
and set hops(Rmax) = 0. Initially, p(u) is undefined for each
nei ghbor u. For each bi-neighbor u such that c(Rmax,u) = 1, set
r(u) =u; for all other u, r(u) is initially undefined. Add
node Rmax to the FI FO queue.

(c) Wile the FIFO queue is nonenpty: Renove the node at the head
of the queue; call it node u. For each bi-neighbor v of node
such that c(u,v) =1

I f hops(v) > hops(u) + 1, then set hops(v) = hops(u) + 1, set
p(v) = u, set r(v) =r(u) if hops(v) > 1, and add node v to
the tail of the queue.
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Detailed Algorithmfor Step 3.2 (BVDR Sel ection)

Step 3.2 of the MDR selection algorithmrequires the router to

det ermi ne whether there exist two node-disjoint paths fromRmax to
each ot her bi-neighbor u, via bi-neighbors that have a | arger val ue
of (RtrPri, MDR Level, RID) than the router itself. This information
is needed to determnmine whether the router should select itself as a
BVDR

It is possible to determ ne separately for each bi-nei ghbor u whet her
there exist two node-disjoint paths fromRmax to u, using the well-
known augrenting path algorithm[Law er] that runs in Q(n"2) tine,

but this nmust be done for all bi-neighbors u, thus requiring a tota
run time of Q(n*"3). The algorithmdescribed bel ow nakes the sane
determi nation simultaneously for all bi-neighbors u, achieving a much
faster total run tinme of Q(n*2). The algorithmis a sinplified
variation of the Suurballe-Tarjan algorithm|[Suurballe] for finding
pairs of disjoint paths.

The al gorithm descri bed bel ow uses the follow ng out put of Phase 2:
the tree parent p(u) of each node (which defines the BFS tree
conputed in Phase 2), and the second node r(u) on the tree path from
Rmax to u.

The al gorithm uses the follow ng concepts. For any node u on the BFS
tree other than Rrax, we define g(u) to be the first |abeled node on
the reverse tree path fromu to Rmax, if such a | abel ed node exists
ot her than Rmax. (The reverse tree path consists of u, p(u),

p(p(u)), ..., Rmax.) If no such |abel ed node exists, then g(u) is
defined to be r(u). In particular, if uis labeled then g(u) = u
Note that g(u) either nust be |abeled or nust be a nei ghbor of Rmax.

For any node k that either is |labeled or is a neighbor of Rmax, we
define the unl abel ed subtree rooted at k, denoted S(k), to be the set
of nodes u such that g(u) = k. Thus, S(k) includes node k itself and
the set of unlabel ed nodes downstream of k on the BFS tree that can
be reached wi t hout going through any | abel ed nodes. This set can be
obtained in linear tinme using a depth-first search starting at node
k, and using | abel ed nodes to indicate the boundaries of the search
Note that g(u) and S(k) are not mmintained as variables in the

al gorithm given below, but sinply refer to the definitions given
above.

The BMDR al gorithm maintains a set B, which is initially enpty. A
node u is added to B when it is known that two node-disjoint paths
exist fromRmax to u via nodes that have a | arger value of (RrPri,
MDR Level, RID) than the router itself. Wen the algorithm
term nates, B consists of all nodes that have this property.
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The al gorithm consists of the foll owing two steps.

(a) Mark Rrmax as | abel ed. For each pair of nodes u, v on the BFS
tree other than Rmax such that r(u) is not equal to r(v) (i.e., u
and v have different second nodes), NCMu,v) = 1, and node u has
a greater value of (RtrPri, MDR level, RID) than the router
itself, add v to B. (Cearly there are two disjoint paths from
Rmax to v.)

(b) While there exists a node in B that is not |abeled, do the
following. Choose any node k in B that is not |abeled, and let |
= g(k). Now mark k as | abeled. (This creates a new unl abel ed
subtree S(k), and nmakes S(j) snaller by removing S(k) fromit.)
For each pair of nodes u, v such that uis in S(k), visin S(j),

and NCMu, v) = 1:

o If uhas a larger value of (RirPri, MR level, RID) than the
router itself, and v is not in B, then add v to B

o If v has a larger value of (RrPri, MOR level, RID) than the
router itself, and uis not in B, then add uto B

A simplified version of the algorithm MAY be performed by omtting
step (b). However, the sinplified algorithmwll result in nore
BVMDRs, and is not recommended if Adj Connectivity = 2 since it wll
result in nore adjacencies.

The above al gorithm can be executed in Q(n*"2) tine, where n is the
nunber of neighbors. Step (a) clearly requires Q(n*"2) tine since it
considers all pairs of nodes u and v. Step (b) also requires Qn"2)
ti me because each pair of nodes is considered at nost once. This is
because | abel i ng nodes divides unl abel ed subtrees into smaller

unl abel ed subtrees, and a given pair u, v is considered only the
first tine u and v belong to different unl abel ed subtrees.
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Appendix C. M n-Cost LSA Algorithm

Thi s section describes the al gorithmfor determn ning which MANET

nei ghbors to include in the router-LSA when LSAFullness is 1. The

m n-cost LSA al gorithmensures that the |ink-state database provides
sufficient information to calcul ate at | east one shortest (mnimm
cost) path to each destination. The algorithmassunes that a router
may have multiple interfaces, at |east one of which is a MANET
interface. The algorithm becomes significantly sinpler if the router
has only a single (MANET) interface

The input to this algorithmincludes information obtained from Hell os
recei ved from each nei ghbor on each MANET interface, including the
nei ghbor’s Bidirectional Nei ghbor Set (BNS), Dependent Nei ghbor Set
(DNS), Sel ected Advertised Nei ghbor Set (SANS), and link netrics.

The input also includes the |ink-state database if the router has a
non- MANET i nterface.

The output of the algorithmis the router’s SANS for each MANET
interface. The SANS is used to construct the router-LSA as described
in Section 9.4. The nin-cost LSA algorithmnust be run to update the
SANS (and possibly originate a new router-LSA) either periodically
just before sending each Hello, or whenever any of the follow ng
events occurs:

0 The state or routability of a neighbor changes.

0 A Hello received froma neighbor indicates a change in its MR
Level, Router Priority, FullHelloRcvd, BNS, DNS, SANS, Parent(s),
or link metrics.

0 An LSA originated by a non- MANET nei ghbor is received.

Al t hough the al gorithm described below runs in Q(d*3) time, where d
i s the nunmber of neighbors, an increnental version for a single
topol ogy change runs in Q(d”*2) tinme, as discussed follow ng the

al gorithm descri ption.

For convenience, in the follow ng description, the term"bi-nei ghbor"
will be used as an abbreviation for "bidirectional neighbor". Also,
router i will denote the router doing the calculation. To perform
the min-cost LSA algorithm the follow ng steps are perforned.

(1) Create the neighbor connectivity matrix (NCM for each MANET
interface, as described in Section 5.1. Create the nultiple-
i nterface nei ghbor connectivity matrix MNCM as foll ows. For each
bi - nei ghbor j, set MNCMi,j) = MNCMj,i) = 1. For each pair j, k
of MANET bi - nei ghbors, set MNCMj,k) = 1 if NCMj,k) equals 1 for
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any MANET interface. For each pair j, k of non-MANET bi -

nei ghbors, set MNCMj,k) = 1 if the link-state database indicates
that a direct link exists between j and k. O herwi se, set
MNCMj,k) = 0. (Note that a given router can be a nei ghbor on
both a MANET interface and a non- MANET i nterface.)

(2) Create the inter-neighbor cost matrix (COST) as follows. For
each pair j, k of routers such that each of j and k is a bi-
nei ghbor or router i itself:

(a) If MNCMj,k) =1, set COST(j,k) to the netric of the link
fromj to k obtained fromj’'s Hellos (for a MANET interface),
or fromthe |ink-state database (for a non- MANET interface).
If there are nultiple links fromj to k (via nultiple
interfaces), COST(j,k) is set to the mininmumcost of these
links.

(b) Qtherw se, set COST(j,k) to LSInfinity.

(3) Create the backbone nei ghbor matrix (BNM as follows. BNM
i ndi cates which pairs of MANET bi-nei ghbors are backbone
nei ghbors of each other, as defined in Section 9.2.1. |If
adj acency reduction is not used (AdjConnectivity = 0), set all
entries of BNMto zero and proceed to Step 4.

In the following, if alink exists fromrouter j to router k on
nore than one interface, we consider only interfaces for which
the cost fromj to k equals COST(j,k); such interfaces will be
cal l ed "candi date" interfaces.

For each pair j, k of MANET bi-nei ghbors, BNMj,k) is set to 1 if
j and k are backbone nei ghbors of each other on a candi date MANET
interface. That is, BNMj,k) is set to 1 if, for any candi date
MANET interface, NCMj,k) = 1 and either of the follow ng
conditions is satisfied:

(a) Router k is included in j's DNS or router j is included in
k' s DNS.
(b) Router j is the (Backup) Parent of router k or router k is

the (Backup) Parent of router j.
QO herwise, BNMj,k) is set to O.
(4) Create the Sel ected Advertised Nei ghbor Matrix (SANM as foll ows.

For each pair j, k of routers such that each of j and k is a bi-
nei ghbor or router i itself, SANMj,k) is set to 1 if, for any
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(5)

(6)

candi date MANET interface, NCMj,k) = 1 and k is included in j’'s
SANS. Qtherwise, SANMj,k) is set to 0. Note that SANMi, k) is
set to 1l if kis currently a Selected Advertised Nei ghbor.

Conpute the new set of Sel ected Adverti sed Nei ghbors as foll ows.
For each MANET bi-neighbor j, initialize the bit variable

new sel _adv(j) to 0. (This bit will be set to 1 if j is
selected.) For each MANET bi - nei ghbor j:

(a) If j is a bi-neighbor on nore than one interface, consider
only candi date interfaces (for which the cost toj is

mnimm. |f one of the candidate interfaces is a non- MANET
i nterface, examine the next neighbor (j is not selected since
it will be advertised anyway).

(b) If adjacency reduction is used, and one of the candidate
interfaces is a MANET interface on which j is a backbone
nei ghbor (see Section 9.2), exam ne the next neighbor (j is
not selected since it will be advertised anyway).

(c) OGherwise, if there is nore than one candi date MANET
interface, select the "preferred" interface by using the
followi ng preference rules in the given order: an interface
is preferred if (1) router i'’s SANS for that interface
already includes j, (2) router i's Router Priority is |arger
on that interface, and (3) router i's MDR Level is larger on
that interface.

(d) For each bi-neighbor k (on any interface) such that COST(Kk,]j)
> COST(k,i) + COST(i,j), determ ne whether there exists
anot her bi-nei ghbor u such that either COST(k,u) + COST(u,j)
< COsT(k,i) + COST(i,j), or COST(k,u) + COST(u,j) = COST(k,i)
+ COST(i,j) and either of the follow ng conditions is true:

o BNMu,j) =1, or

o (SANMj,u), SANMu,j), RrPri(u), RRD(u)) is
| exi cographically greater than (SANMj,i), SANMi,j),
RirPri(i), RDi)).

If for some such bi-neighbor k, there does not exist such a bi-
nei ghbor u, then set new sel adv(j) = 1.

For each MANET interface |, update the SANS to equal the set of
al | bi-neighbors j such that new sel _adv(j) =1 and | is the
preferred interface for j.
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(7) Wth the SANS updated, a new router-LSA may need to be origi nated
as described in Section 9.4.

The | exi cographi cal conparison of Step 5d gives preference to |inks
that are already advertised, in order to inprove LSA stability.

The above al gorithmcan be run in Q(d*2) tinme if a single |ink change
occurs. For exanple, if link (x,y) fails where x and y are nei ghbors
of router i, and either SANS(x,y) = 1 or BNMx,y) =1, then Step 5
need only be performed for pairs j, k such that either j or k is
equal to x or vy.

Appendi x D. Non-Ackabl e LSAs for Periodic Flooding

In a highly nobile network, it is possible that a router al nost

al ways originates a new router-LSA every MnLSInterval seconds. In
this case, it should not be necessary to send Acks for such an LSA
or to retransnmit such an LSA as a unicast, or to describe such an LSA
in a DD packet. In this case, the originator of an LSA MAY indicate
that the router-LSA is "non-ackable" by setting the L bit in the
options field of the LSA (see Section A 1). For exanple, a router
can originate non-ackable LSAs if it determines (e.g., based on an
exponential noving average) that a new LSA is originated every

M nLSI nterval seconds at |east 90 percent of the tinme. (Sinmnulations
can be used to deternine the best threshold.)

A non-ackable LSA is never acknow edged, nor is it ever retransnitted
as a unicast or described in a DD packet, thus saving substantia
overhead. However, the originating router nust periodically
retransmt the current instance of its router-LSA as a multicast

(until it originates a new LSA, which will usually happen before the
previous instance is retransmtted), and each MDR nust periodically

retransmt each non-ackable LSA as a multicast (until it receives a

new i nstance of the LSA, which will usually happen before the

previous instance is retransmtted). For this option to work,
RxntInterval nust be larger than M nLSInterval so that a new i nstance
of the LSA is usually received before the previous one is
retransmtted. Note that the reception of a retransnitted
(duplicate) LSA does not result in imrediate forwardi ng of the LSA;
only a new LSA (with a | arger sequence nunber) may be forwarded

i medi ately, according to the flooding procedure of Section 8.
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Appendi x E.  Simulation Results

This section presents sinulation results that predict the performance
of OSPF-MDR for up to 160 nodes with min-cost LSAs and up to 200
nodes with mniml LSAs. The results were obtained using the GINetS
simul ator with OSPF-MDR version 1.01, avail able at

http://hi pserver. nct. phant omworks. org/ietf/ospf.

The foll owi ng scenari o paraneter values were used: radio range = 200
mand 250 m grid length = 500 m wreless al pha = 0.5, (nmaxinmm
velocity = 10 m's, pause tinme = 0, packet rate = 10 pkts/s, packet
size = 40 bytes, randomseed = 8, start time (for gathering
statistics) = 1800 s. The stop tinme was 3600 s for up to 80 nodes
and 2700 s for nore than 80 nodes. The source and destination are
sel ected randomy for each generated UDP packet. The sinulated MAC
protocol is 802.11b.

Tables 4 and 6 show the results for the default configuration of
OSPF- MDR, except that differential Hellos were used (2HopRefresh = 3)
since they are recommended when the nunber of neighbors is |arge.
Tables 5 and 7 show the results for the same configuration except
that mniml LSAs were used instead of mn-cost LSAs. The tables
show the results for total OSPF overhead in kb/s, the total number of
OSPF packets per second, the delivery ratio for UDP packets, and the
average nunber of hops traveled by UDP packets that reach their
destinati on.

Tables 5 and 7 for mnimal LSAs al so show the followi ng statistics:
the average nunber of bidirectional neighbors per node, the average
nunber of fully adjacent nei ghbors per node, the nunber of changes in
the set of bidirectional neighbors per node per second, and the
nunber of changes in the set of fully adjacent nei ghbors per node per
second. These statistics do not change significantly when m n-cost
LSAs are used instead of mninmal LSAs.

The results show t hat OSPF- MDR achi eves good performance for up to at
| east 160 nodes when min-cost LSAs are used, and up to at |east 200
nodes when minimal LSAs are used. Also, the results for the nunber

of hops show that the routes obtained with mninmal LSAs are only 2.3%
to 4.5% | onger than with mn-cost LSAs when the range is 250 m and
3.5%to 7.4% | onger when the range is 200 m

The results al so show that the nunber of adjacencies per node and the
nunber of adjacency changes per node per second do not increase as
the number of nodes increases, and are dramatically snmaller than the
nunber of nei ghbors per node and the nunber of nei ghbor changes per
node per second, respectively. These factors contribute to the |ow
over head achi eved by OSPF-MDR  For exanple, the results in Table 5
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inmply that with 200 nodes and range 250 m there are 2.136/.039 = 55
times as many adjacency formations with full-topol ogy adjacenci es as
wi t h uni connect ed adj acencies. Additional simulation results for
OSPF- MDR can be found at http://ww. manet -routing. org.

Nurmber of nodes

20 40 60 80 100 120 160
OSPF kb/s 27.1 74.2 175.3 248.6 354.6 479.2 795.7
OSPF pkts/s 29.9 69.2 122.9 163.7 210.3 257.2 357.7
Delivery ratio . 970 . 968 . 954 . 958 . 957 . 956 . 953
Avg no. hops 1.433 1.348 1.389 1.368 1.411 1.361 1.386

Table 4. Results for range 250 mw th nin-cost LSAs

Nunber of nodes

20 40 60 80 120 160 200
OSPF kb/s 15.5 41.6 91.0 132.9 246.3 419.0 637.4
OSPF pkt s/ sec 18.8 42.5 78.6 102.8 166.8 245.6 321.0
Delivery ratio . 968 . 968 . 951 . 953 . 962 . 956 . 951
Avg no. hops 1.466 1.387 1.433 1.412 1.407 1.430 1.411

Avg no. nbrs/node 11.38 25.82 36.30 50.13 75.87 98.65 125.59
Avg no. adj s/ node 2.60 2.32 2.38 2.26 2.25 2.32 2.13
Nbr changes/node/s .173 . 372 . 575 .752 1.223 1.654 2.136
Adj changes/node/s .035 . 036 . 046 . 040 . 032 . 035 . 039

Table 5: Results for range 250 mw th mnimal LSAs

Nurber of nodes

20 40 60 80 100 120 160
OSPF kb/s 40.5 123.4 286.5 415.7 597.5 788.9 1309.8
OSPF pkts/s 37.6 83.9 135.1 168.6 205.4 247.7 352.3
Delivery ratio . 926 . 919 . 897 . 900 . 898 . 895 . 892
Avg no. hops 1.790 1.628 1.666 1.632 1.683 1.608 1.641

Table 6: Results for range 200 mw th m n-cost LSAs
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Nunmber of nodes
20 40 60 80 120 160 200

OSPF kb/s 24.0 63.6 140.6 195.2 346.9 573.2 824.6
OSPF pkt s/ sec 26.4 58.8 108.3 138.8 215.2 311.3 401.3
Delivery ratio 930 . 927 . 897 . 907 . 907 . 904 . 902
Avg no. hops 1.853 1.714 1.771 1.743 1.727 1.758 1.747
Avg no. nbrs/node 7.64 18.12 25.27 35.29 52.99 68.13 86.74
Avg no. adj s/ node 2.78 2.60 2.70 2.50 2.39 2.36 2.24
Nbr changes/ node/ s 199 . 482 . 702 .959 1.525 2.017 2.611
Adj changes/ node/s 068 . 069 . 081 . 068 . 055 . 058 . 057
Table 7: Results for range 200 mwi th nminimal LSAs
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