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Abst ract

Thi s specification defines an extension to Web Di stributed Authoring
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1. Introduction

WebDAV [ RFC4918] defines the concept of ’'collections’, which are

hi erarchi cal groupi ngs of WebDAV resources on an HITP [ RFC2616]
server. Collections can be of arbitrary size and depth (i.e.
collections within collections). WbDAV clients that cache resource
content need a way to synchronize that data with the server (i.e.

det ect what has changed and update their cache). Currently, this can
be done using a WebDAV PROPFI ND request on a collection to list al
menbers of a collection along with their DAV: getetag property val ues,
which allows the client to determ ne which were changed, added, or
del eted. However, this does not scale well to |large collections, as
the XML response to the PROPFIND request will grow with the

col l ection size.

Thi s specification defines a new WebDAV report that results in the
server returning to the client only information about those nmenber
URLs that were added or del eted, or whose mapped resources were
changed, since a previous execution of the report on the collection

Additionally, a new property is added to collection resources that is
used to convey a "synchronization token" that is guaranteed to change
when the collection’s menber URLs or their mapped resources have
changed.

2. Conventions Used in This Document

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Thi s docunent uses XM. DTD fragnents ([ WBC. REC-xm -20081126], Section
3.2) as a purely notational convention. WDbDAV request and response
bodi es cannot be validated by a DID due to the specific extensibility
rules defined in Section 17 of [RFC4918] and due to the fact that al
XM. el ements defined by this specification use the XM. nanespace nane
"DAV:". In particular

1. El enent names use the "DAV:" namespace.

2. FElenent ordering is irrelevant unless explicitly stated
ot her wi se.

3. Extension elenents (elenents not already defined as valid child

el ements) may be added anywhere, except when explicitly stated
ot herwi se.
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4. Extension attributes (attributes not already defined as valid for
this elenent) may be added anywhere, except when explicitly
stated otherw se

VWhen an XM. el erent type in the "DAV:" nanmespace is referenced in
this docunment outside of the context of an XML fragnment, the string
"DAV:" will be prefixed to the elenent type

Thi s docunent inherits, and sonetinmes extends, DTD productions from
Section 14 of [RFC4918].

3. WebDAV Synchroni zati on
3.1. Overview

One way to synchroni ze data between two entities is to use sone form
of synchronization token. The token defines the state of the data

bei ng synchroni zed at a particular point intime. |t can then be
used to deterni ne what has changed between one point in tinme and
anot her .

Thi s specification defines a new WebDAV report that is used to enable
client-server collection synchronization based on such a token

In order to synchronize the contents of a collection between a server
and client, the server provides the client with a synchronization
token each tine the synchronization report is executed. That token
represents the state of the data being synchronized at that point in
time. The client can then present that sane token back to the server
at sonme later tine, and the server will return only those itens that
are new, have changed, or were del eted since that token was
generated. The server also returns a new token representing the new
state at the time the report was run

Typically, the first time a client connects to the server it wll
need to be informed of the entire state of the collection (i.e., a

full list of all nmenber URLs that are currently in the collection).
That is done by the client sending an enpty token value to the
server. This indicates to the server that a full listingis
required.

As an alternative, the client mght choose to do its first
synchroni zati on usi ng sone other mechani smon the collection (e.qg.
sonme other form of batch resource information retrieval such as
PROPFI ND, SEARCH [ RFC5323], or specialized REPORTs such as those
defined in Cal DAV [ RFC4791] and CardDAV [ RFC6352]) and ask for the
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DAV: sync-token property to be returned. This property (defined in
Section 4) contains the same token that can be used later to issue a
DAV: sync-col | ection report.

In some cases, a server mght only wish to maintain a |linmted anount

of history about changes to a collection. |In that situation, it wll
return an error to the client when the client presents a token that
is "out of date". At that point, the client has to fall back to

synchroni zing the entire collection by re-running the report request
using an enpty token val ue.

Typically, a client will use the synchronization report to retrieve
the list of changes and will follow that with requests to retrieve
the content of changed resources. It is possible that additiona

changes to the collection could occur between the time of the
synchroni zati on report and resource content retrieval, which could
result in an inconsistent view of the collection. When clients use
this nethod of synchronization, they need to be aware that such
addi ti onal changes coul d occur and track them e.g., by differences
bet ween the ETag val ues returned in the synchronization report and
those returned when actually fetching resource content, by using
conditional requests as described in Section 5, or by repeating the
synchroni zati on process until no changes are returned.

3.2. DAV:sync-coll ection Report

I f the DAV:sync-collection report is inplenented by a WbDAV server,
then the server MUST list the report in the

"DAV: supported-report-set” property on any collection that supports
synchroni zati on.

To i npl ement the behavior for this report, a server needs to keep
track of changes to any nenber URLs and their mapped resources in a
collection (as defined in Section 3 of [RFC4918]). This includes
noting the addition of new nmenmber URLsS, the changes to the mapped
resources of existing menber URLs, and the renoval of nenmber URLs.
The server will track each change and provide a synchronization
"token" to the client that describes the state of the server at a
specific point in time. This "token" is returned as part of the
response to the "sync-collection” report. dients include the |ast
token they got fromthe server in the next "sync-collection"” report
that they execute, and the server provides the changes fromthe
previous state (represented by the token) to the current state
(represented by the new token returned).

The synchroni zation token itself MJST be treated as an "opaque"

string by the client, i.e., the actual string data has no specific
neani ng or syntax. However, the token MUST be a valid URI to allow
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its use in an |If precondition request header (see Section 5). For
exanple, a sinple inplenentation of such a token could be a nuneric
counter that counts each change as it occurs and rel ates that change
to the specific object that changed. The nuneric value could be
appended to a "base" URI to formthe valid sync-token

Mar shal | i ng:

The request-URI MJST identify a collection. The request body MJST
be a DAV:sync-collection XM_ el ement (see Section 6.1), which MJST
contai n one DAV:sync-token XM el ement, one DAV:sync-I|eve

el enent, and one DAV: prop XM el enent, and MAY contain a DAV:limt
XM el ement .

This report is only defined when the Depth header has value "0";
ot her values result in a 400 (Bad Request) error response. Note
that [ RFC3253], Section 3.6, states that if the Depth header is

not present, it defaults to a value of "0".

The response body for a successful request MJST be a

DAV: mul ti status XM el enent, which MJST contain one DAV: sync-token
element in addition to one DAV:response el enent for each menber
URL that was added, has had its mapped resource changed, or was
del eted since the | ast synchroni zati on operation as specified by
the DAV: sync-token provided in the request. A given nenber URL
MUST appear only once in the response. |In the case where nmultiple
menber URLs of the request-URl are mapped to the sanme resource, if
the resource is changed, each menber URL MJST be returned in the
response.

The content of each DAV:response el enent differs dependi ng on how
the nmenber was altered:

For members that have changed (i.e., are new or have had their
mapped resource nodified), the DAV:response MJST contain at

| east one DAV: propstat el enent and MJUST NOT contain any

DAV: st at us el enment .

For menmbers that have been renpbved, the DAV:response MJST
contain one DAV:status with a value set to '404 Not Found' and
MUST NOT contain any DAV: propstat el ement.

For menbers that are collections and are unable to support the
DAV: sync-col | ection report, the DAV:response MJST contain one
DAV: status with a value set to '403 Forbidden', a DAV:error
cont ai ni ng DAV: supported-report or DAV:sync-traversal -supported
(see Section 3.3 for which is appropriate) and MJST NOT contain
any DAV: propstat el enent.
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3.

The conditi ons under whi ch each type of change can occur are
further described in Section 3.5.

Precondi ti ons:

(DAV: val i d-sync-token): The DAV:sync-token el enent val ue MJUST be a
valid token previously returned by the server for the collection
targeted by the request-URI. Servers might need to invalidate
tokens previously returned to clients. Doing so will cause the
clients to fall back to doing full synchronization using the
report, though that will not require clients to downl oad resources
that are already cached and have not changed. Even so, servers
MUST |imt thenselves to invalidating tokens only when absol utely
necessary. Specific reasons include:

* Servers mght be unable to maintain all of the change data for
a collection due to storage or performance reasons, e.(g.
servers mght only be able to nmaintain up to 3 weeks worth of
changes to a collection, or only up to 10,000 total changes, or
not wish to maintain changes for a del eted collection

* Change to server inplenmentation: servers mght be upgraded to a
new i npl ementation that tracks the history in a different
manner, and thus previous synchroni zation history is no | onger
val i d.

Post condi ti ons:

(DAV: nunber - of -matches-within-limts): The number of changes
reported in the response nmust fall within the client-specified
l[imt. This condition mght be triggered if a client requests a
l[imt on the nunber of responses (as per Section 3.7), but the
server is unable to truncate the result set at or bel ow that
limt.

Dept h Behavi or

Servers MJST support only Depth:0 behavior with the

DAV: sync-col l ection report, i.e., the report targets only the

col l ection being synchronized in a single request. However, clients
do need to "scope” the synchronization to different [evels within
that collection -- specifically, immediate children (level "1") and
all children at any depth (level "infinite"). To specify which |eve
to use, clients MJST include a DAV:sync-level XML elenent in the
request.

Daboo & Quill aud St andards Track [ Page 8]



RFC 6578 WebDAV Sync March 2012

3.

o Wien the client specifies the DAV:sync-level XM. elenent with a
val ue of "1", only appropriate internal nenber URLs (immediate
children) of the collection specified as the request-URl are
reported.

o Wien the client specifies the DAV:sync-level XM. elenent with a
value of "infinite", all appropriate nenber URLs of the collection
specified as the request-URl are reported, provided child
col l ections thensel ves al so support the DAV:sync-collection
report.

o DAV:sync-token val ues returned by the server are not specific to
the val ue of the DAV:sync-level XM el enent used in the request.
As such, clients MAY use a DAV:sync-token value froma request
with one DAV: sync-level XM elenent value for a simlar request
with a different DAV:sync-level XM el erent val ue; however, the
utility of thisis limted

Not e that when a server supports a DAV:sync-level XM elenent with a
value of "infinite", it might not be possible to synchronize sone
child collections within the collection targeted by the report. When
this occurs, the server MJST include a DAV:response el enent for the
child collection with status 403 (Forbidden). The 403 response MJST
be sent once, when the collection is first reported to the client.

In addition, the server MJST include a DAV:error elenment in the

DAV: response el ement, indicating one of two possible causes for this:

The DAV: sync-collection report is not supported at all on the
child collection. The DAV:error el enment MJST contain the
DAV: supported-report el ement.

The server is unwilling to report results for the child collection
when a DAV: sync-collection report with the DAV:sync-I|evel XM
element set to "infinite" is executed on a parent resource. This
m ght happen when, for exanple, the synchronization state of the
collection resource is controlled by another subsystem 1In such
cases clients can performthe DAV:sync-collection report directly
on the child collection instead. The DAV:error el enent MJST
contain the DAV:sync-traversal -supported el ement.

Types of Changes Reported on Initial Synchronization

When the DAV: sync-col |l ection request contains an enpty DAV:sync-token
el enent, the server MJST return all menber URLs of the collection
(taking account of the DAV:sync-level XM el ement val ue as per
Section 3.3, and optional truncation of the result set as per

Section 3.6) and it MJST NOT return any renoved nenmber URLs. Al
types of nmenber (collection or non-collection) MIUST be reported.
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3.5. Types of Changes Reported on Subsequent Synchronizations

When the DAV: sync-col | ection request contains a valid value for the
DAV: sync-token el enent, two types of menber URL state changes can be
returned (changed or renoved). This section defines what triggers

each of these to be returned. It also clarifies the case where a
nmenber URL mi ght have undergone nultiple changes between two
synchroni zati on report requests. |In all cases, the DAV:sync-I|eve

XM el ement value (as per Section 3.3) and optional truncation of the
result set (as per Section 3.6) are taken into account by the server.

3.5.1. Changed Menber

A menber URL MUST be reported as changed if it has been newly mapped
as a menber of the target collection since the request sync-token was
generated (e.g., when a new resource has been created as a child of
the collection). For exanple, this includes nenber URLs that have
been newly mapped as the result of a COPY, MOVE, BIND [ RFC5842], or
REBI ND [ RFC5842] request. Al types of nmenber URL (collection or
non-col | ecti on) MJST be reported.

In the case where a mappi ng between a menber URL and the target
col l ection was renoved, then a new mapping with the sane URI was
created, the nenber URL MJUST be reported as changed and MUST NOT be
reported as renoved

A menber URL MUST be reported as changed if its mapped resource’s
entity tag value (defined in Section 3.11 of [RFC2616]) has changed
since the request sync-token was generated.

A menber URL MAY be reported as changed if the user issuing the
request was granted access to this nmenber URL, due to access contro
changes.

Col I ection nmenmber URLs MJST be returned as changed if they are mapped
to an underlying resource (i.e., entity body) and if the entity tag
associated with that resource changes. There is no guarantee that
changes to nenbers of a collection will result in a change in any
entity tag of that collection, so clients cannot rely on a series of
reports using the DAV:sync-level XM el enent value set to "1" at
multiple levels to track all changes within a collection. Instead, a
DAV: sync-level XM. elenent with a value of "infinite" has to be used.

3.5.2. Renobved Menber
A menmber MJST be reported as renoved if its mappi ng under the target

col l ection has been renoved since the request sync-token was
generated, and it has not been renmapped since it was renoved. For
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exanpl e, this includes nenbers that have been unmapped as the result
of a MOVE, UNBIND [ RFC5842], or REBIND [ RFC5842] operation. This

al so includes collection nenbers that have been renoved, including
ones that thenmselves do not support the DAV:sync-collection report.

If a nmenber was added (and its mapped resource possibly nodified),
then renoved between two synchroni zation report requests, it MJST be
reported as renoved. This ensures that a client that adds a nmenber
is inforned of the renmoval of the nmenber, if the renopval occurs
before the client has had a chance to execute a synchroni zation
report.

A menber MAY be reported as renmpved if the user issuing the request
no | onger has access to this nmenber, due to access control changes.

For a report with the DAV:sync-level XM el enent value set to
"infinite", where a collection is renoved, the server MJST NOT report
the renoval of any nenbers of the renoved collection. dients MJST
assune that if a collection is reported as being renoved, then al
menbers of that collection have al so been renoved.

3.6. Truncation of Results

A server MAY |imt the nunber of nenber URLs in a response, for
exanple, to limt the anount of work expended in processing a
request, or as the result of an explicit limt set by the client. |If
the result set is truncated, the response MJST use status code 207
(Multi-Status), return a DAV:multistatus response body, and indicate
a status of 507 (Insufficient Storage) for the request-URI. That
DAV: response el ement SHOULD i nclude a DAV:error element with the

DAV: nunber - of -mat ches-within-limts precondition, as defined in

[ RFC3744] (Section 9.2). DAV:response elenments for all the changes
being reported are al so incl uded.

VWhen truncation occurs, the DAV:sync-token value returned in the
response MJST represent the correct state for the partial set of
changes returned. That allows the client to use the returned

DAV: sync-token to fetch the next set of changes. |In this way, the
client can effectively "page" through the entire set of changes in a
consi stent manner.

Clients MJUST handl e the 507 status on the request-URlI in the response
to the report.

For exanpl e, consider a server that records changes using a strictly
i ncreasing integer to represent a "revision nunber" and uses that
guantity as the DAV: sync-token value (appropriately encoded as a
URI). Assune the |ast DAV:sync-token used by the client was
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"http://exanpl e.conm sync/ 10", and since then 15 additional changes to
different resources have occurred. |If the client executes a

DAV: sync-col | ection request with a DAV: sync-token of
"http://exanpl e.com sync/ 10", without a limt, the server would
return 15 DAV:response el enents and a DAV: sync-token wth val ue
"http://exanple. comsync/25". But if the server chooses to limt
responses to at nost 10 changes, then it would return only 10

DAV: response el enents and a DAV: sync-token with val ue
"http://exanpl e.com sync/ 20", together with an additiona

DAV: response el ement for the request-URI with a status code of 507.
Subsequently, the client can reissue the request with the

DAV: sync-token val ue returned fromthe server and fetch the remaining
5 changes.

3.7. Limting Results

Aclient can limt the nunmber of results returned by the server
through use of the DAV:limt el enent ([RFC5323], Section 5.17) in the
request body. This is useful when clients have limted space or
bandwi dth for the results. |If a server is unable to truncate the
result at or below the requested nunber, then it MJST fail the
request with a DAV: nunber-of -matches-within-limts postcondition
error. Wen the results can be correctly limted by the server, the
server MJST follow the rules above for indicating a result set
truncation to the client.

3.8. Exanple: Initial DAV:sync-collection Report

In this exanple, the client is making its first synchronization
request to the server, so the DAV:sync-token elenent in the request
is empty. It also asks for the DAV:getetag property and for a
proprietary property. The server responds with the itens currently
in the targeted collection. The current synchronization token is
al so returned.

>> Request <<

REPORT / hone/ cyrusdaboo/ HTTP/ 1.1

Host: webdav. exanpl e. com

Depth: O

Content - Type: text/xm; charset="utf-8"
Cont ent - Lengt h:  xxxx

<?xm version="1.0" encoding="utf-8" ?>
<D: sync-col | ecti on xm ns: D="DAV: ">

<D: sync-t oken/ >

<D: sync- 1 evel >1</ D: sync-1| evel >
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<D: prop xm ns: R="ur n: ns. exanpl e. com boxschema" >
<D: get et ag/ >
<R bi gbox/ >
</ D: pr op>
</ D: sync-col | ecti on>

>> Response <<

HTTP/ 1.1 207 Multi-Status
Content - Type: text/xm ; charset="utf-8"
Cont ent - Lengt h:  xxxx

<?xm version="1.0" encoding="utf-8" ?>
<D: mul ti status xm ns: D="DAV: ">
<D: response>
<D: hr ef
>htt p: / / webdav. exanpl e. conml hone/ cyrusdaboo/ t est. doc</ D: hr ef >
<D: pr opst at >
<D: pr op>
<D: get et ag>"00001- abcd1" </ D: get et ag>
<R bi gbox xm ns: R="ur n: ns. exanpl e. com boxschem" >
<R BoxType>Box type A</ R BoxType>
</ R bi gbox>
</ D: pr op>
<D: status>HTTP/ 1.1 200 OK</ D: st at us>
</ D: pr opst at >
</ D: response>
<D: response>
<D: hr ef
>htt p: // webdav. exanpl e. coml hone/ cyrusdaboo/ vcard. vcf </ D: hr ef >
<D: pr opst at >
<D: prop>
<D: get et ag>"00002- abcd1" </ D: get et ag>
</ D: prop>
<D: status>HTTP/ 1.1 200 OK</D: st at us>
</ D: pr opst at >
<D: pr opst at >
<D: prop>
<R bi gbox xm ns: R="ur n: ns. exanpl e. com boxschema"/ >
</ D: prop>
<D: status>HTTP/ 1.1 404 Not Found</D: st at us>
</ D: pr opst at >
</ D: response>
<D: response>
<D: hr ef
>htt p: / / webdav. exanpl e. coni hone/ cyrusdaboo/ cal endar . i cs</ D: hr ef >
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<D: pr opst at >
<D: prop>
<D: get et ag>"00003- abcdl1" </ D: get et ag>
</ D: pr op>
<D: status>HTTP/ 1.1 200 OK</D: st at us>
</ D: pr opst at >
<D: pr opst at >
<D: prop>
<R bi gbox xm ns: R="ur n: ns. exanpl e. com boxschema"/ >
</ D: pr op>
<D: status>HTTP/ 1.1 404 Not Found</D: st atus>
</ D: pr opst at >
</ D: response>
<D: sync-token>htt p://exanpl e. conl ns/ sync/ 1234</ D: sync-t oken>
</D:mul tistatus>

3.9. Exanple: DAV:sync-collection Report with Token

2012

In this exanple, the client is making a synchroni zati on request to
the server and is using the DAV:sync-token elenment returned fromthe
last report it ran on this collection. The server responds, listing

the itenms that have been added, changed, or renoved. The (new)
current synchronization token is also returned.

>> Request <<

REPORT / hone/ cyrusdaboo/ HTTP/ 1.1

Host: webdav. exanpl e. com

Content - Type: text/xm ; charset="utf-8"
Cont ent - Lengt h:  xxxx

<?xm version="1.0" encoding="utf-8" ?>
<D: sync-col | ecti on xm ns: D="DAV: ">
<D: sync-t oken>htt p://exanpl e. conl ns/ sync/ 1234</ D: sync-t oken>
<D: sync- 1 evel >1</ D: sync-1| evel >
<D: prop xm ns: R="ur n: ns. exanpl e. com boxschema" >
<D: get et ag/ >
<R bi gbox/ >
</ D: pr op>
</ D: sync-col | ecti on>
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>> Response <<

HTTP/ 1.1 207 Multi-Status
Content - Type: text/xm ; charset="utf-8"
Cont ent - Lengt h:  xxxx

<?xm version="1.0" encoding="utf-8" ?>
<D:nul tistatus xm ns: D="DAV: ">
<D: response>
<D: hr ef
>htt p: / / webdav. exanpl e. coml hone/ cyrusdaboo/file.xm </ D: href >
<D: pr opst at >
<D: prop>
<D: get et ag>"00004- abcdl1" </ D: get et ag>
</ D: pr op>
<D: status>HTTP/ 1.1 200 OK</D: st at us>
</ D: pr opst at >
<D: pr opst at >
<D: prop>
<R bi gbox xm ns: R="ur n: ns. exanpl e. com boxschema"/ >
</ D: pr op>
<D: status>HTTP/ 1.1 404 Not Found</D: st at us>
</ D: pr opst at >
</ D: response>
<D: response>
<D: hr ef
>htt p:// webdav. exanpl e. coml home/ cyr usdaboo/ vcard. vcf </ D: hr ef >
<D: propstat >
<D: pr op>
<D: get et ag>"00002- abcd2" </ D: get et ag>
</ D: pr op>
<D: status>HTTP/ 1.1 200 OK</D: st at us>
</ D: pr opst at >
<D: propst at >
<D: pr op>
<R: bi gbox xm ns: R="ur n: ns. exanpl e. com boxschema"/ >
</ D: pr op>
<D: status>HTTP/ 1.1 404 Not Found</D: st at us>
</ D: pr opst at >
</ D: response>
<D: response>
<D: hr ef
>htt p: // webdav. exanpl e. conl hone/ cyrusdaboo/ t est. doc</ D: hr ef >
<D: status>HTTP/ 1.1 404 Not Found</D: st at us>
</ D: response>
<D: sync-t oken>htt p://exanpl e. conl ns/ sync/ 1238</ D: sync-t oken>
</D:mul tistatus>
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3.10. Example: Initial DAV:sync-collection Report with Truncation

In this exanple, the client is making its first synchronization
request to the server, so the DAV:sync-token element in the request
is empty. It also asks for the DAV:getetag property. The server
responds with the itens currently in the targeted collection but
truncated at two itens. The synchronization token for the truncated
result set is returned.

>> Request <<

REPORT / hone/ cyrusdaboo/ HTTP/ 1.1

Host: webdav. exanpl e. com

Depth: O

Content - Type: text/xm ; charset="utf-8"
Cont ent - Lengt h:  xxxx

<?xm version="1.0" encoding="utf-8" ?>
<D: sync-col |l ecti on xm ns: D="DAV: ">

<D: sync-t oken/ >

<D: sync- 1 evel >1</ D: sync-1| evel >

<D: prop>

<D: get et ag/ >

</ D: prop>

</ D: sync-col | ecti on>

>> Response <<

HTTP/ 1.1 207 Multi-Status
Content - Type: text/xm ; charset="utf-8"
Cont ent - Lengt h:  xxxx

<?xm version="1.0" encoding="utf-8" ?>
<D:nmul tistatus xm ns: D="DAV: ">
<D: response>
<D: hr ef
>htt p: // webdav. exanpl e. conl home/ cyr usdaboo/ t est. doc</ D: hr ef >
<D: propst at >
<D: pr op>
<D: get et ag>"00001- abcdl1" </ D: get et ag>
</ D: pr op>
<D: status>HTTP/ 1.1 200 OK</ D: st at us>
</ D: pr opst at >
</ D: response>
<D: response>
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<D: hr ef
>htt p: // webdav. exanpl e. coml hone/ cyrusdaboo/ vcard. vcf </ D: hr ef >
<D: pr opst at >
<D: prop>
<D: get et ag>"00002- abcd1" </ D: get et ag>
</ D: prop>
<D: status>HTTP/ 1.1 200 OK</D: st at us>
</ D: pr opst at >
</ D: response>
<D: response>
<D: hr ef
>htt p: / / webdav. exanpl e. conl hone/ cyrusdaboo/ </ D: hr ef >
<D: status>HTTP/ 1.1 507 I nsufficient Storage</D: status>
<D: err or ><D: nunber - of - mat ches-within-1ints/></D: error>
</ D: response>
<D: sync-token>http://exanpl e. com ns/sync/ 1233</ D: sync-t oken>
</D:nul tistatus>

3.11. Exanple: Initial DAV:sync-collection Report with Limt

In this exanple, the client is making its first synchronization
request to the server, so the DAV:sync-token elenment in the request
is enmpty. It requests a limt of 1 for the responses returned by the
server. 1t also asks for the DAV:getetag property. The server
responds with the itens currently in the targeted collection, but
truncated at one item The synchronization token for the truncated
result set is returned.

>> Request <<

REPORT / hone/ cyrusdaboo/ HTTP/ 1.1

Host: webdav. exanpl e. com

Depth: O

Content - Type: text/xm ; charset="utf-8"
Cont ent - Lengt h:  xxxx

<?xm version="1.0" encoding="utf-8" ?>
<D: sync-col |l ecti on xm ns: D="DAV: ">
<D: sync-t oken/ >
<D: sync- 1 evel >1</ D: sync-1| evel >
<Dilimt>
<D: nresul t s>1</D: nresul t s>
</IDlimt>
<D: pr op>
<D: get et ag/ >
</ D: pr op>
</ D: sync-col | ecti on>
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>> Response <<

HTTP/ 1.1 207 Multi-Status
Content - Type: text/xm ; charset="utf-8"
Cont ent - Lengt h:  xxxx

<?xm version="1.0" encoding="utf-8" ?>
<D:nul tistatus xm ns: D="DAV: ">
<D: response>
<D: hr ef
>htt p: / / webdav. exanpl e. coml hone/ cyrusdaboo/ t est. doc</ D: hr ef >
<D: pr opst at >
<D: prop>
<D: get et ag>"00001- abcd1" </ D: get et ag>
</ D: pr op>
<D: status>HTTP/ 1.1 200 OK</D: st at us>
</ D: pr opst at >
</ D: response>
<D: response>
<D: hr ef
>htt p: / / webdav. exanpl e. coni home/ cyr usdaboo/ </ D: hr ef >
<D: status>HTTP/ 1.1 507 Insufficient Storage</D:status>
<D: error ><D: nunber - of -mat ches-within-limts/></D: error>
</ D: response>
<D: sync-token>htt p://exanpl e. conl ns/ sync/ 1232</ D: sync-t oken>
</D:mul tistatus>

3.12. Exanpl e: DAV:sync-collection Report with Unsupported Limt

In this exanple, the client is making a synchroni zati on request to
the server with a valid DAV: sync-token el ement value. It requests a
l[imt of 100 for the responses returned by the server. It also asks
for the DAV:getetag property. The server is unable to limt the
results to the maxi mum specified by the client, so it responds with a
507 status code and appropriate postcondition error code.

>> Request <<

REPORT / hone/ cyrusdaboo/ HTTP/ 1.1

Host: webdav. exanpl e. com

Depth: 0O

Content - Type: text/xm; charset="utf-8"
Cont ent - Lengt h:  xxxX
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<?xm version="1.0" encoding="utf-8" ?>
<D: sync-col |l ecti on xm ns: D="DAV: ">
<D: sync-t oken>htt p://exanpl e. conl ns/ sync/ 1232</ D: sync-t oken>
<D: sync- 1 evel >1</ D: sync-1| evel >
<D:limt>
<D: nresul ts>100</ D: nresul t s>
</Dlimt>
<D: prop>
<D: get et ag/ >
</ D: pr op>
</ D: sync-col | ecti on>

>> Response <<

HTTP/ 1.1 507 Insufficient Storage
Content - Type: text/xm; charset="utf-8"
Cont ent - Lengt h:  xxxx

<?xm version="1.0" encoding="utf-8" ?>
<D:error xm ns: D="DAV: ">

<D: nunber - of -mat ches-within-limts/>
</D:error>

3.13. Exanple: DAV:sync-level Set to Infinite, Initia
DAV: sync-col | ecti on Report

In this exanple, the client is making its first synchronization
request to the server, so the DAV:sync-token elenent in the request
is empty, and it is using DAV:sync-level set to "infinite". It also
asks for the DAV:getetag property and for a proprietary property.
The server responds with the itens currently in the targeted
collection. The current synchronization token is al so returned.

The col |l ection /hone/ cyrusdaboo/ col | ectionl/ exists and has one child
resource that is also reported. The collection /hone/cyrusdaboo/

col l ection2/ exists but has no child resources. The collection

/ hone/ cyrusdaboo/ shared/ is returned with a 403 status indicating
that a collection exists, but it is unable to report on changes
within it in the scope of the current DAV:sync-level "infinite"
report. Instead, the client can try a DAV:sync-collection report
directly on the collection URI
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>> Request <<

REPORT / hone/ cyrusdaboo/ HTTP/ 1.1

Host: webdav. exanpl e. com

Depth: 0

Content - Type: text/xm; charset="utf-8"
Cont ent - Lengt h:  xxxX

<?xm version="1.0" encodi ng="utf-8" 7>
<D: sync-col | ecti on xm ns: D="DAV: ">
<D: sync-t oken/ >
<D: sync-1 evel >i nfinite</D:sync-|evel >
<D: prop xm ns: R="ur n: ns. exanpl e. com boxschem" >
<D: get et ag/ >
<R bi gbox/ >
</ D: pr op>
</ D: sync-col | ecti on>

>> Response <<

HTTP/ 1.1 207 Multi-Status
Content - Type: text/xm; charset="utf-8"
Cont ent - Lengt h:  xxxX

<?xm version="1.0" encodi ng="utf-8" ?>
<D: mul ti status xm ns: D="DAV: " >
<D: response>
<D: hr ef >/ honre/ cyr usdaboo/ col | ectionl/ </ D: hr ef >
<D: pr opst at >
<D: pr op>
<D: get et ag>"00001- abcd1" </ D: get et ag>
<R bi gbox xm ns: R="ur n: ns. exanpl e. com boxschem" >
<R BoxType>Box type A</ R BoxType>
</ R bi gbox>
</ D: pr op>
<D: status>HTTP/ 1.1 200 OK</ D: st at us>
</ D: pr opst at >
</ D: response>
<D: response>
<D: hr ef >/ hone/ cyr usdaboo/ col | ectionl/test.doc</D: href>
<D: pr opst at >
<D: pr op>
<D: get et ag>"00001- abcd1" </ D: get et ag>
<R bi gbox xm ns: R="ur n: ns. exanpl e. com boxschem" >
<R BoxType>Box type A</ R BoxType>

Daboo & Quill aud St andards Track [ Page 20]



RFC 6578 WebDAV Sync March 2012

</ R bi gbox>
</ D: pr op>
<D: status>HTTP/ 1.1 200 OK</ D: st at us>
</ D: pr opst at >
</ D: response>
<D: response>
<D: hr ef >/ horre/ cyr usdaboo/ col | ecti on2/ </ D: hr ef >
<D: pr opst at >
<D: pr op>
<D: get et ag/ >
</ D: pr op>
<D: status>HTTP/ 1.1 404 Not Found</D: st at us>
</ D: pr opst at >
<D: pr opst at >
<D: pr op>
<R bi gbox xm ns: R="ur n: ns. exanpl e. com boxschema"/ >
</ D: pr op>
<D: status>HTTP/ 1.1 404 Not Found</D: st at us>
</ D: pr opst at >
</ D: response>
<D: response>
<D: hr ef >/ horre/ cyr usdaboo/ cal endar . i cs</ D: href >
<D: propst at >
<D: pr op>
<D: get et ag>"00003- abcdl1" </ D: get et ag>
</ D: pr op>
<D: status>HTTP/ 1.1 200 OK</ D: st at us>
</ D: pr opst at >
<D: propstat >
<D: pr op>
<R: bi gbox xm ns: R="ur n: ns. exanpl e. com boxschema"/ >
</ D: pr op>
<D: status>HTTP/ 1.1 404 Not Found</D: st at us>
</ D: pr opst at >
</ D: response>
<D: response>
<D: hr ef >/ hone/ cyr usdaboo/ shar ed/ </ D: hr ef >
<D: status>HTTP/ 1.1 403 For bi dden</ D: st at us>
<D: error ><D: sync-traversal - supported/ ></D: error>
</ D: response>
<D: sync-t oken>htt p://exanpl e. conl ns/ sync/ 1234</ D: sync-t oken>
</D:mul tistatus>
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4.

5.

DAV: sync-t oken Property
Nane: sync-token
Namespace: DAV:

Purpose: Contains the value of the synchronization token as it would
be returned by a DAV:sync-collection report.

Value: Any valid URI

Protected: MJST be protected because this value is created and
control |l ed by the server.

COPY/ MOVE behavior: This property value is dependent on the fina
state of the destination resource, not the value of the property
on the source resource.

Description: The DAV:sync-token property MJST be defined on al
resources that support the DAV:sync-collection report. It
contai ns the value of the synchronization token as it would be
returned by a DAV:sync-collection report on that resource at the
same point in time. It SHOULD NOT be returned by a PROPFI ND
DAV: al | prop request (as defined in Section 14.2 of [RFC4918]).

Definition:

<! ELEMENT sync-t oken #PCDATA>

<l-- Text MJST be a valid URI -->
DAV: sync-token Use with |If Header

WebDAV provides an If precondition header that allows for "state
tokens" to be used as preconditions on HITP requests (as defined in
Section 10.4 of [RFC4918]). This specification allows the

DAV: sync-token val ue to be used as one such token in an |If header

By using this, clients can ensure requests only conplete when there
have been no changes to the content of a collection, by virtue of an
unchanged DAV: sync-token value. Servers MJST support use of

DAV: sync-token values in If request headers.

1. Exanple: If Precondition with PUT

In this exanple, the client has already used the DAV: sync-collection
report to synchronize the collection /home/cyrusdaboo/collection/.
Now it wants to add a new resource to the collection, but only if
there have been no other changes since the |l ast synchronization
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Not e t hat because the DAV: sync-token is defined on the collection and
not on the resource targeted by the request, the If header val ue
needs to use the "Resource_Tag" construct for the header syntax to
correctly identify that the supplied state token refers to the

col l ection resource.

>> Request <<

PUT / hone/ cyrusdaboo/ col | ecti on/ newr esource. txt HITP/ 1.1

Host: webdav. exanpl e. com

| f: </ hone/cyrusdaboo/collection/>
(<http://exanpl e. com ns/sync/ 12345>)

Content - Type: text/plain; charset="utf-8"

Cont ent - Lengt h:  xxxX

Sone content here..

>> Response <<

HTTP/ 1.1 201 Created
5.2. Exanple: If Precondition with MCOL

In this exanple, the client has already used the DAV: sync-collection
report to synchronize the collection /home/cyrusdaboo/collection/.
Now, it wants to add a new collection to the collection, but only if
there have been no other changes since the |l ast synchronization

Not e t hat because the DAV: sync-token is defined on the collection and
not on the resource targeted by the request, the If header val ue
needs to use the "Resource_Tag" construct for the header syntax to
correctly identify that the supplied state token refers to the
collection resource. In this case, the request fails as another
change has occurred to the collection corresponding to the supplied
DAV: sync-t oken

>> Request <<
MKCOL / home/ cyrusdaboo/ col I ection/child/ HTTP/ 1.1
Host: webdav. exanpl e. com

| f: </ hone/cyrusdaboo/collection/>
(<http://exanpl e.com ns/sync/ 12346>)
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>> Response <<

HTTP/ 1.1 412 Precondition Fail ed
6. XM Elenent Definitions
6.1. DAV:sync-collection XM El enment
Nane: sync-collection
Nanmespace: DAV:

Purpose: WebDAV report used to synchroni ze data between client and
server.

Description: See Section 3.
<! ELEMENT sync-col | ection (sync-token, sync-level, limt?, prop)>

<l-- DAV:limt defined in RFC 5323, Section 5.17 -->
<l-- DAV:prop defined in RFC 4918, Section 14.18 -->

6.2. DAV:sync-token XM El enent
Nane: sync-token
Namespace: DAV:

Purpose: The synchronization token provided by the server and
returned by the client.

Description: See Section 3.

<! ELEMENT sync-t oken CDATA>

<l-- Text MJST be a URI -->
6.3. DAV:sync-level XM El ement

Nane: sync-1|eve

Namespace: DAV:

Purpose: Indicates the "scope" of the synchronization report
request.

Description: See Section 3.3.
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6.

9.

4.

1

<! ELEMENT sync-| evel CDATA>

<l-- Text MJIST be either "1" or "infinite" -->
DAV: nul ti status XM El enent

Name: nultistatus

Namespace: DAV:

Purpose: Extends the DAV:nultistatus el enent to include
synchroni zati on details.

Description: See Section 3.

<IELEMENT mul ti status (response*, responsedescription?,
sync-t oken?) >

<l-- DAV:nmultistatus originally defined in RFC 4918, Section 14.16
but overridden here to add the DAV:sync-token el ement -->

<l-- DAV:response defined in RFC 4918, Section 14.24 -->

<I-- DAV:responsedescription defined in RFC 4918, Section 14.25 -->

Security Considerations

Thi s extension does not introduce any new security concerns beyond
those already described in HTTP and WebDAV.
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Appendi x A.  Backwar ds- Conpati bl e Handl i ng of Depth

In prior draft versions of this specification, the Depth request
header was used instead of the DAV:sync-level elenent to indicate the
"scope" of the synchronization request. Servers that wi sh to be
backwards conpatible with clients conformng to the ol der
specification should do the following: if a DAV:sync-level elenment is
not present in the request body, use the Depth header value as the
equi val ent value for the nissing DAV:sync-|evel elenent.

Appendi x B. Exanple of a dient Synchronization Approach

Thi s appendi x gi ves an exanpl e of how a client mght acconplish

col l ection synchronization using the WebDAV sync report defined in
this specification. Note that this is provided purely as an exanple,
and is not meant to be treated as a normative "algorithm' for client
synchroni zati on.

Thi s exanpl e assunes a WebDAV client interacting with a WbDAV server
supporting the sync report. The client keeps a |ocal cache of
resources in a targeted collection, "/collection/". Local changes
are assumed to not occur. The client is only tracking changes to the
i medi ate children of the collection resource.

** |nitial State **

The client starts out with an enpty | ocal cache.

The client starts out with no DAV:sync-token stored for
“/collection/".

** |nitial Synchronization **

The client issues a sync report request to the server with an
enpty DAV: sync-token el enent, and DAV: sync-level set to "1". The

request asks for the server to return the DAV: getetag WbDAV
property for each resource it reports.
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The server returns a response containing the list of current
resources (with their associ ated DAV: getetag properties) as well
as a new DAV: sync-token val ue

The client associates the new DAV: sync-token value with the
col | ecti on.

For each reported resource, the client creates a set of (resource
pat h, DAV: getetag) tuples.

For each tuple, the client issues an HITP GET request to the
server to retrieve its content, and updates the (resource path,
DAV: getetag) entry in its local cache for that resource with the
ETag response header value returned in the CET request.

** Routine Synchronization **

The client issues a sync report request to the server with the
DAV: sync-token set to the current cached value fromthe | ast sync,

and DAV:sync-level set to "1". The request asks for the server to
return the DAV: getetag WebDAV property for each resource it
reports.

The server returns a response containing the list of changes as
wel | as a new DAV: sync-token val ue.

The client associ ates the new DAV: sync-token value with the
col I ection.

* Process Renpbved Resources *

For each resource reported with a 404 response status, the client
renoves the corresponding resource fromits |ocal cache.

* Process Resources *

For each remmining reported resource, the client creates a new set
of (resource path, DAV:getetag) tuples.

The client then determ nes which resources are in the new set but
not in the current cache, and which resources are in the new set
and the current cache but have a different DAV: getetag value. For
each of those, the client issues an HITP GET request to the server
to retrieve the resource content, and updates the (resource path,
DAV: getetag) entry in its local cache for that resource with the
ETag response header value returned in the GET request.
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