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Source Address Validation |nprovenment (SAVI) Framework
Abst r act

Source Address Validation | nprovenent (SAVI) nethods were devel oped
to prevent nodes attached to the same IP link from spoofing each
other’s I P addresses, so as to conplenent ingress filtering with
finer-grained, standardized |IP source address validation. This
docunent is a franmework docunent that describes and notivates the
design of the SAVI methods. Particular SAVI nmethods are described in
ot her docunents.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww.rfc-editor.org/info/rfc7039
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| ntroducti on

Since | P source addresses are used by hosts and network entities to
determ ne the origin of a packet and as a destination for return
data, spoofing of |IP source addresses can enabl e inpersonation
conceal nent, and nalicious traffic redirection. Unfortunately, the
Internet architecture does not prevent |P source address spoofing

[ RFC6959]. Since the | P source address of a packet generally takes
no role in forwarding the packet, it can be selected arbitrarily by
the sending host w thout jeopardizing packet delivery. Extra methods
are necessary for | P source address validation to augnment packet
forwarding with an explicit check of whether a given packet’s IP
source address is legitinate.

| P source address validation can happen at different granularity.
Ingress filtering [ BCP38] [BCP84], a wi dely deployed standard for IP
source address validation, functions at the coarse granularity of
networks. It verifies that the prefix of an |IP source address routes
to the network fromwhich the packet was received. An advantage of
ingress filtering is sinplicity: the decision of whether to accept or
to reject an I P source address can be made solely based on the

i nformati on avail able fromrouting protocols. However, the
simplicity comes at the cost of not being able to validate IP source
addresses at a finer granularity, due to the aggregated nature of the
i nformation avail able fromrouting protocols. Finer-grained IP
source address validation would ensure that source address
information is accurate, reduce the ability to | aunch deni al - of -
service attacks, and help with localizing hosts and identifying

m sbehavi ng hosts. Partial solutions [BA2007] exist for finer-
grained | P source address validation but are proprietary and hence
often unsuitabl e for corporate procurenent.

The Source Address Validation |Inprovenent (SAVI) method was devel oped
to conplement ingress filtering with standardi zed | P source address
validation at the maximally fine granularity of individual IP
addresses. It prevents hosts attached to the sane |ink from spoofing
each other’'s | P addresses. To facilitate deploynent in networks of
various kinds, the SAVI nethod was designed to be nodul ar and
extensi bl e. This docunent describes and notivates the design of the
SAVI net hod.

Not e that SAVI raises a nunber of inportant privacy considerations
that are discussed nore fully in [RFC6959]. SAVI inplenenters nust
take those privacy considerations into account when designi ng
solutions that match this framework and foll ow the recommendati ons
given in [ RFC6959] .
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2. Model

To enabl e network operators to deploy fine-grained |IP source address
validation wi thout a dependency on supportive functionality on hosts,
the SAVI met hod was designed to be purely network based. A SAV

i nstance enforces the hosts’ use of legitimate |IP source addresses
according to the followi ng three-step nodel:

1. ldentify which IP source addresses are legitimte for a host,
based on nonitoring packets exchanged by the host.

2. Bind alegitimte IP address to a |ink-layer property of the
host’s network attachnment. This property, called a "binding
anchor", nust be verifiable in every packet that the host sends
and harder to spoof than the host’s |IP source address itself.

3. Enforce that the I P source addresses in packets match the binding
anchors to which they were bound.

This nodel allows SAVI functionality (a SAVI instance) to be |ocated
anywhere on the link to which the hosts attach, hence enabling
different | ocations for a SAVI instance. One way to |locate a SAVI
instance is in the hosts’ default router. |P source addresses are
then validated in packets traversing the default router, yet the IP
source addresses in packets exchanged locally on the |ink may bypass
validation. Another way to locate a SAVI instance is in a switch

bet ween the hosts and their default router. Thus, packets may
undergo | P source address validation even if exchanged locally on the
link.

The closer a SAVI instance is located to the host, the nore effective
the SAVI nmethod is. This is because each of the three steps of the
SAVI nodel can best be acconplished in a position close to the host:

o ldentifying a host’s legitimte |IP source addresses i s nost
efficient close to the host because the |likelihood that the host’s
packets bypass a SAVI instance, and hence cannot be nonitored,

i ncreases with the topol ogical distance between the SAVI instance
and the host.

o Selecting a binding anchor for a host’s IP source address is
easi est close to the host because many |ink-layer properties are
uni que for a given host only on a link segnment directly attached
to the host.
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o Enforcing a host’s use of a legitimate | P source address i s nost
reliabl e when pursued close to the host because the |ikelihood
that the host’s packets bypass a SAVI instance, and hence do not
undergo | P source address validation, increases with the
topol ogi cal di stance between the SAVI instance and the host.

The preferred |ocation of SAVI instances is therefore close to hosts,
such as in switches that directly attach to the hosts whose | P source
addresses are being vali dat ed.

Nevertheless, it is useful for SAVI nechanisns to be able to handle
situations where hosts are not directly attached to the SAVI-capable
device. For instance, deploynents with both SAVI-capabl e and | egacy
swi tches coul d be supported. 1In general, a SAVI solution needs to
specify how it deals with a nunber of depl oyment scenarios and
exceptional situations, including interaction with | egacy devices,
hosts movi ng between wirel ess attachnent points, network partitions,
and so on.

Besi des, in the case of |egacy switches, the security level is |ower,
as there is no full protection for the hosts connected to the | egacy
server.

Depl oynent Opti ons

The nodel of the SAVI nethod, as explained in Section 2, is
depl oyrment specific in two ways:

o The identification of legitimate |IP source addresses is dependent
on the I P address assignment nethod in use on a link, since it is
through assignment that a host beconmes the legitimte user of an
| P source address.

o Binding anchors are dependent on the technol ogy used to build the
link on which they are used, as binding anchors are |ink-I|ayer
properties of a host’s network attachnent.

To facilitate the deploynment of the SAVI nmethod in networks of
various kinds, the SAVI nethod is designed to support different IP
address assignment methods and to function with different binding
anchors. Naturally, both the I P address assignment methods in use on
a link and the avail abl e bi nding anchors have an inmpact on the
functioning and the strength of |IP source address validation. The
following two subsections explain this inpact and describe how the
SAVI net hod accommpdat es thi s.
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| P Address Assi gnnent Met hods

Since the SAVI nethod traces | P address assi gnnent packets, it
necessarily needs to incorporate logic that is specific to particular
| P address assignment met hods. However, devel opi ng SAVI net hod
variants for each |P address assignnment nethod is al one not
sufficient since nmultiple | P address assignnent nethods may coexi st
on a given link. The SAVI nethod hence cones in nultiple variants,
e.g., for links with DHCP [ RFC2131] [RFC3315], Statel ess Address

Aut oconfi gurati on (SLAAC) [ RFC4862] with or without Secure Nei ghbor
Di scovery (SEND) [RFC3971], Internet Key Exchange Protocol Version 2
(I KEv2) [RFC5996] [RFC5739] [RFC5026], and conbi nations thereof.

The reason to devel op SAVI nethod variants for each single |IP address
configuration nmethod, in addition to the variant that handles all IP
address assignment methods, is to minimze the conplexity of the
conmon case. Many |ink deploynents today either are constrained to a
single I P address assignnment nmethod or, equivalently fromthe
perspective of the SAVI nethod, use different |P address assi gnhnent
met hods within different | P address prefixes. The SAVI nethod for
such links can be sinmpler than the SAVI nethod for links with
multiple | P address assi gnnent nethods per |P address prefix.

Bi ndi ng Anchors
The SAVI nethod supports a range of binding anchors:

o The | EEE extended unique identifier, EU-48 or EU -64, of a host’s
interface.

o The port on an Ethernet switch to which a host attaches.

0 The security association between a host and the base station on
wirel ess |inks.

o The conbination of a host interface's |ink-layer address and a
customer relationship in cable nodem net works.

o An ATMvirtual channel, a PPP session identifier, or a Layer 2
Tunnel ing Protocol (L2TP) session identifier in a DSL networKk.

o A tunnel that connects to a single host, such as an IP-in-IP

tunnel, a Ceneric Routing Encapsulation (GRE) tunnel, or an MPLS
| abel - switched path.
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The various binding anchors differ significantly in the security they
provide. |EEE extended unique identifiers, for exanple, fail to
render a secure binding anchor because they can be spoofed with
little effort. Switch ports alone may be insufficient because they
may connect to nore than a single host, such as in the case of

concat enat ed switches.

Gven this diversity in the security provided, one could define a set
of possi bl e binding anchors and leave it up to the administrator to
choose one or nmore of them Such a selection of binding anchors
woul d, of course, have to be acconpanied by an expl anation of the
pros and cons of the different binding anchors. In addition, SAV
devi ces may have a default binding anchor dependi ng on the | ower

| ayers. Such a default could be to use switch ports when avail abl e
and MAC addresses otherwi se or to use MAC addresses and switch ports
in addition if avail able.

Scal ability Optimzations

The preference to locate a SAVI instance close to hosts inplies that
mul tiple SAVI instances must be able to coexist in order to support
large links. Although the nodel of the SAVI method is independent of
the nunber of SAVI instances per |ink, coexistence of multiple SAV

i nstances wi thout further neasures can |ead to hi gher-than-necessary
nmenory requirenents. Since a SAVI instance creates bindings for the
| P source addresses of all hosts on a link, bindings are replicated
if multiple SAVI instances coexist on the Iink. H gh nenory
requirenents, in turn, increase the cost of a SAVI instance. This is
problematic in particular for SAVI instances that are |located on a
switch since it may significantly increase the cost of such a swtch.

To reduce nmenory requirenents for SAVI instances that are | ocated on
a switch, the SAVI nethod enabl es the suppression of binding
replication on links with nultiple SAVI instances. This requires
manual disabling of IP source address validation on switch ports that
connect to other switches running a SAVI instance. Each SAVI
instance is then responsible for validating | P source addresses only
on those ports to which hosts attach either directly or via swtches
wi thout a SAVI instance. On ports towards other sw tches running a
SAVI instance, |P source addresses are not validated. The swtches
runni ng SAVI instances thus forma "protection perinmeter". The IP
source addresses in packets passing the protection perineter are
val i dated by the ingress SAVI instance, but no further validation
takes place as long as the packets renmain within or |eave the
protection perineter.
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protection perineter --> | +-------- +
Y P & | SAVI
| Al | B]|] <-- hosts | switch
+---+  H---+ S S +
+!------!+ Fomme oo + +------!-+
| SAVI  |---------- | |egacy | | SAVI |
| switch | | switch |---------- | switch |
Fomm e m oo - + Fomm e m oo - + Fomm e m oo - +
+-! ------ + +-! ------ +
|  SAVI | | |egacy
| switch | : | switch |
S + S +

+---+  H---+
hosts --> | C| | D
F---+  H---+

Figure 1: Protection Perimneter Concept

Figure 1 illustrates the concept of the protection perimeter. The
figure shows a link with six switches, of which four, denoted "SAV
switch", run a SAVI instance. The protection perinmeter created by
the four SAVI instances is shown as a dotted line in the figure. IP
source address validation is enabled on all switch ports on the
protection perineter, and it is disabled on all other switch ports.
Four hosts, denoted A through Din the figure, attach to the
protection perineter.

In the exanple in Figure 1, the protection perineter enconpasses one
of the | egacy switches, located in the nmiddle of the depicted Iink
topol ogy. This enables a single, unpartitioned protection perineter.
A single protection perineter mnimzes nenory requirenments for the
SAVI instances because every binding is kept only once, nanely, by
the SAVI instance that attaches to the host being vali dated.

Excl uding the |l egacy switch fromthe protection perineter would
result in two snaller protection perinmeters to the left and to the
right of the depicted link topology. The nenory requirenments for the
SAVI instances would then be higher: since IP source address
val i dation would be activated on the two ports connecting to the

| egacy switch, the SAVI instances adjacent to the | egacy switch would
replicate all bindings fromthe other protection perineter,
respectively. The reason why it is possible to include the |egacy
switch in the protection perinmeter is because the depicted |ink

t opol ogy guarantees that packets cannot enter the protection
perimeter via this |l egacy switch. Wthout this guarantee, the |egacy
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switch woul d have to be excluded fromthe protection perineter in
order to ensure that packets entering the protection perineter
undergo | P source address validation

Note that if such configuration is used, care nust be taken as any
hosts on subnets attached to non-enforcing ports will be able to use
spoof ed source addresses.

Reliability Optim zations

The explicit storage of legitimate |IP addresses in the form of
bindings inplies that failure to create a binding, or the premature
renoval of bindings, can lead to |l oss of legitimate packets. There
are three situations in which this can happen

o Legitimte |P address configuration packets, which should trigger
the creation of a binding in a SAVI instance, are |ost before
reachi ng the SAVI instance.

o0 A SAVI instance |oses a binding, for exanple, due to a restart.

o The link topol ogy changes, resulting in hosts to conmunicate
through SAVI instances that do not have a binding for those hosts’
| P addresses.

To limt the disruption that mssing bindings for legitinmate IP
addresses can have, the SAVI nethod includes a nechanismfor reactive
bi ndi ng creation based on regul ar packets. This nechani sm

suppl enents the proactive binding creation based on | P address
configuration packets. Reactive binding creation occurs when a SAV

i nstance recogni zes excessive drops of regul ar packets originating
fromthe same | P address. The SAVI instance then verifies whether
said | P address is unique on the Iink. How the verification is
carried out depends on the |IP address configuration method that the
SAVI instance supports. The SAVI method variant for Stateless

Addr ess Autoconfiguration and for Secure Nei ghbor D scovery verifies
an | P address through the Duplicate Address Detection procedure. The
SAVI nmet hod variant for DHCP verifies an | P address through a DHCP
Lease Query nmessage exchange with the DHCP server. |If verification

i ndicates that the I P address is unique on the link, the SAVI

i nstance creates a binding for the I P address. Oherw se, no binding
is created, and packets sent fromthe | P address continue to be
dropped. These reliability issues should be addressed in all the
SAVI protocols describing particular SAVI net hods.
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Scenario with Miltiple Assignnment Methods

While multiple assignnent methods can be used on the sanme link, the
SAVI device may have to deal with a mix of binding discovery nethods.
If the address prefix used for each assignnent nethod is different,
the "m x scenari 0" behaves the sane as with the scenario with only
one assignment nethod. |f different address assignnent nethods are
used to assign addresses fromthe sane prefix, additiona

consi derati ons are needed because one bindi ng nechanismmy create a
bi ndi ng vi ol ati ng an exi sting binding from anot her bindi ng mechani sm
e.g., binding fromFirst-Conme, First-Served (FCFS) SAVI [RFC6620] may
violate a binding from SAVI-DHCP [ SAVI-DHCP]. Thus, the collision
bet ween different SAVI nechanisns in the m x scenario nust be handl ed
in case nore than one address assignnent nethod is used to assign
addresses fromthe sanme prefix.

The prioritization of relationships between different address

assi gnment nmethods is used as the basis to solve possible collisions.
Current standard docunents of address assignment nethods (DHCP

[ RFC2131], DHCPv6 [ RFC3315], SLAAC [ RFC4862], and SEND [ RFC3971])
have inplied the prioritization relationship in general cases.
However, in some scenarios, the default prioritization |evel may not
be quite suitable. A configurable prioritization I[evel should be
supported in the SAVI solution for the mx scenario [ SAVI-M X].

Prefix Configuration

Before setting up a host-level granularity binding, it is inmportant
to configure correct prefixes on the SAVI device. This docunent
suggests a set of 3 prefix configuration nechanisns at a SAVI device:

o Mnual Prefix Configuration: The allowed prefix scope of |Pv4
addresses, |Pv6 static addresses, |Pv6 addresses assigned by
St at el ess Address Autoconfiguration (SLAAC), and | Pv6 addresses
assigned by DHCPv6 can be set manually at the SAVI device.
FE80::/64 is always a feasible prefix in | Pv6

o Prefix Configuration by Router Advertisenent (RA) Snooping: The
al l owed prefix scope of IPv6 static addresses and | Pv6 addresses
assi gned by SLAAC can be set at the SAVI device through snooping
an RA nessage at the SAVI devi ce.

o Prefix Configuration by DHCP Prefix Del egation (DHCP-PD) Snoopi ng:
The al |l owed prefix scope of I Pv6 static addresses, |Pv6 addresses
assigned by SLAAC, and | Pv6 addresses assignhed by DHCPv6 can be
set through snoopi ng a DHCP-PD nessage at the SAVI devi ce.
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If sonme of the prefix scopes are set to have no prefix, the
inmplication is that the correspondi ng address assignnent nethod is
not allowed in the network.

There is no need to explicitly present these prefix scopes, but these
restrictions should be used as the prem er check in binding setup.

When SAVI is partially deployed, binding nay fail as RA nessages and
DHCP- PD can be spoofed. So, it is reconmended that Manual Prefix
Configuration be used unless SAVI gets fully depl oyed.
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Security Considerations
Thi s docunent only di scusses the possible methods to mtigate the

usage of forged |IP addresses. Sonme such nethods may rely on
cryptographi c nmethods, but not all do. As a result, it is generally

not possible to prove address ownership in any strong sense. |If a
bi ndi ng anchor is not exclusive for each | P address, or is wthout
strong security, addresses can still be forged. Besides, the binding

may not accord with the address managerment requirement, which can be
nore specified for each client. However, given no new protocol is

i ntroduced, the inmprovenents are still acceptable. |If strong
security is required when using | P addresses, then cryptographic-
based aut hentication nust be used as it is the only way to provide
strong security.

Section 2 explains howthe preferred |ocation of SAVI instances is
close to hosts. However, in sone cases, this makes the SAV

i nstances thensel ves vul nerabl e and nay defeat the purpose of

depl oying a SAVI solution. For instance, deploynments should not

pl ace SAVI functionality in devices that are physically exposed.
Even if the device correctly monitors the source address usage of
hosts, an attacker could replace the device with one that does not
check or hook up to a trusted interface fromthe device to the rest
of the network. Similarly, deploynents where SAVI instances are

di stributed across administrative boundaries are not recomended.
For instance, in nost cases, it would be undesirable to deploy a

di stributed SAVI solution on both sides of a customer-provider
interface if the solution required trusting the correct operation of
the SAVI devices on the other side of the interface.
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