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Abst ract

Thi s docunent specifies a franmework to integrate a Network Address
Translation (NAT) layer into an operator’s network to function as a
Carrier-Grade NAT (al so known as CGN or Large-Scal e NAT). The CGN
infrastructure will often form a NAT444 environnent as the subscri ber
hone network will likely also maintain a subscriber-side NAT
function. Exhaustion of the | Pv4 address pool is a mjor driver
conpel ling sonme operators to inplenment CGN. Al though operators nay
wi sh to deploy IPv6 to strategically overconme |Pv4 exhaustion, near-
term needs may not be satisfied with an | Pv6 depl oyment alone. This
docunent provides a practical integration nodel that allows the CGN
platformto be integrated into the network, neeting the connectivity
needs of the subscriber while being mndful of not disrupting

exi sting services and neeting the technical challenges that CGN
brings. The nodel included in this docunent utilizes BGP/ MPLS I P
VPNs, which allow for virtual routing separation, hel ping ease the
CON' s inpact on the network. This document does not intend to defend
the merits of CGN

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc7289

Kuar si ngh & G anf ar ani | nf or mati onal [ Page 1]



RFC 7289 CGN Depl oynment with BGP/ MPLS | P VPNs June 2014

Copyri ght Notice

Copyright (c) 2014 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
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1. Introduction

perators are faced with near-term | Pv4 address-exhaustion
chal | enges. Many operators nmay not have a sufficient amount of |Pv4
addresses in the future to satisfy the needs of their grow ng

subscri ber base. This challenge may al so be present before or during
an active transition to | Pv6, somewhat conplicating the overal
probl em space

To face this chall enge, operators may need to depl oy CGN (Carri er-
Grade NAT) as described in [RFC6888] to help extend the connectivity
matri x once | Pv4 address caches run out on the |ocal operator. CGN
depl oyments will nobst often be added into operator networks that
al ready have active IPv4 and/or |Pv6 services.
The addition of the CGN introduces a translation |layer that is
controll ed and adm ni stered by an operator and that shoul d be added
in a manner that mnimzes disruption to existing services. The CGN
system addition may al so include interworking in a dual -stack
envi ronnent where the IPv4 path requires translation
Thi s docunent shows how BGP/ MPLS I P VPNs as described in [ RFC4364]
can be used to integrate the CGN infrastructure solving key
i ntegration chall enges faced by the operator. This nodel has al so
been tested and validated in real production-network nodels and
allows fluid operation with existing |Pv4d and | Pv6 services.

1.1. Acronynms and Terms

Acronyns and terns used in this docunment are defined in the |ist
bel ow.

CGN - Carrier-Gade NAT

DOCSIS - Data Over Cable Service Interface Specification
CMTS - Cabl e Modem Term nation System

DSL - Digital Subscriber Line

BRAS - Broadband Renpte Access Server

GGSN - Gateway GPRS Support Node

GPRS - Ceneral Packet Radio Service

ASN- GW - Access Service Network Gateway

Kuar si ngh & G anf ar ani I nf or mati onal [ Page 4]



RFC 7289 CGN Depl oynment with BGP/ MPLS | P VPNs June 2014

2.

GRT - dobal Routing Table

Internal Real m - Addressing and/or network zone between the
Cust omer Prem ses Equi pnent (CPE) and CGN as specified in
[ RFC6888]

External Real m- Public-side network zone and addressing on the
Internet-facing side of the CGN as specified in [ RFC6888]

Exi sting Network Considerations

The sel ection of CGN may be nmde by an operator based on a nunber of
factors. The overall driver to use CGN may be the depletion of |Pv4d
address pools, which leaves little to no addresses for a growing | Pv4d
service or connection demand growth. |1Pv6 is considered the
strategi c answer for |Pv4 address depl etion; however, the operator
may i ndependently decide that CGN is needed to supplement |Pv6 and
address their particular |Pv4 service depl oynent needs.

If the operator has chosen to deploy CGN, they should do this in a
manner as not to negatively inpact the existing | Pv4d or |Pv6
subscri ber base. This will include solving a nunber of chall enges
since subscribers whose connections require translation will have
network routing and flow needs that are different fromlegacy |Pv4
connecti ons.

CGN Net wor k Depl oynment Requirenents

If a service provider is considering a CGN depl oynent with a provider
NAT44 function, there are a nunber of basic architectura
requirenents that are of inportance. Prelimnary architectura
requirenents nay require all or sone of those captured in the |ist
bel ow. Each of the architectural requirenment itens listed is
expanded upon in the follow ng subsections. It should be noted that
architectural CGN requirenents are additive to base CGN functiona
requi renents contained in [ RFC6888]. The assessed architectura

requi renents for depl oynent are:

- Support distributed (sparse) and centralized (dense) depl oynent
nodel s. See Section 3.1

- Allow coexistence with traditional |Pv4-based depl oynents, which
provi de gl obal -scoped | Pv4 addresses to CPEs. See Section 3. 2.

- Provide a framework for CGN bypass supporting non-translated flows
bet ween endpoints within a provider’s network. See Section 3.3.
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- Provide a routing framework that allows the segnentation of
routing control and forwardi ng paths between CG\-nedi ated and non-
CON-nedi ated flows. See Section 3.4.

- Provide flexibility for operators to nodify their depl oynents over
time as transl ati on demands change (connecti ons, bandw dth,
transl ation real ns/zones, and other vectors). See Section 3.5.

- Flexibility should include integration options for common access
technol ogi es such as DSL (BRAS), DOCSIS (CMIS), Mobile (GGSN PGV
ASN-GWN, and direct Ethernet. See Section 3.5.

- Support depl oynent nodes that allow for |Pv4 address overl ap
within the operator’s network (between various translation real nms
or zones). See Section 3.6.

- Alow for evolution to future dual -stack and | Pv4/1Pv6 transition
depl oyment nodes. See Section 3.5.

- Transactional |ogging and export capabilities to support auxiliary
functions, including abuse nitigation. See Section 3.7.

- Support for stateful connection synchronization between
transl ation i nstances/el enents (redundancy). See Section 3.8.

- Support for CGN Shared Address Space [ RFC6598] depl oynent nodes if
appl i cable. See Section 3.6.

- Alowfor the enabl ement of CGN functionality (if required) while
still mnimzing costs and subscriber inmpact to the best extend
possi bl e. See Section 3.8.

Q her requirements may be assessed on an operator-by-operator basis,
but those |isted above nay be considered for any given depl oynent
architecture.

3.1. Centralized versus Distributed Depl oynent

Centralized depl oyments of CGN (longer proxinmity to end user and/or
hi gher densities of subscribers/connections to CGN instances) differ
fromdistributed depl oyments of CGN (closer proximty to end user
and/ or | ower densities of subscribers/connections to CGN instances).
Service providers may |ikely deploy CGN translation points nore
centrally during initial phases if the early systemdenand is | ow.
Early depl oynents may see light |oading on these new systens since

| egacy I Pv4 services will continue to operate with nost endpoints
using gl obal ly uni que | Pv4 addresses. Exceptional cases that nmay
drive heavy usage in initial stages may include operators that
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already translate a significant portion of their IPv4 traffic,
operators that nay transition to a CGN i npl enentation from|l egacy
transl ati on mechanisns (i.e., traditional firewalls), or operators
that build a greenfield deployment that may see quick growh in the
nunber of new | Pv4 endpoints that require Internet connectivity.

Over tine, sonme providers may need to expand and possibly distribute
the translation points if demand for the CGN systemincreases. The
extent of the expansion of the CGN infrastructure will depend on
factors such as growth in the nunber of |Pv4 endpoints, status of

| Pv6 content on the Internet, and the overall progress globally to an
| Pv6-dom nate Internet (reducing the demand for |Pv4 connectivity).
The overall denmand for CGN resources will probably follow a bell-like
curve with a growh, peak, and decline period.

3.2. CGN and Traditional |Pv4 Service Coexistence

Newer CGN-serviced endpoints will exist alongside endpoints served by

traditional |1Pv4 globally routed addresses. Operators will need to
rationalize these environments since both have distinct forwarding
needs. Traditional IPv4 services will likely require (or be best

served by) direct forwarding toward Internet peering points while
CON-nedi ated flows require access to a translator. CGN\N-nediated and
non- CG\- nedi at ed fl ows pose two fundanmental ly different forwarding
needs.

The new CGN environments shoul d not negatively inpact the existing
| Pv4 service base by forcing all traffic to translation-enabl ed
network points since many flows do not require translation and this
woul d reduce performance of the existing flows. This would also
require massive scaling of the CG\, which is a cost and efficiency
concern as well.

Efficiency of traffic flow and forwarding is considered inportant
since networks are under considerable denmand to deliver nore and nore
bandwi dth wi thout the luxury of needless inefficiencies that can be

i ntroduced with CGN

3.3. CGN Bypass

The CGN environment is only needed for flows with translation
requirenents. Many flows that remain within the operator’s network
do not require translation. Such services include operator-offered
DNS servi ces, DHCP services, NTP services, web caching, enmail, news,
and other services that are local to the operator’s network.
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The operator may want to | everage opportunities to offer third
parties a platformto also provide services without translation. CGN
bypass can be acconplished in many ways, but a sinplistic,

determ nistic, and scal able nodel is preferred.

3.4. Routing Plane Separation

Many operators will want to engineer traffic separately for CCGN fl ows
versus flows that are part of the nore traditional |Pv4 environnent.
Many tinmes, the routing of these two major flow types differ;
therefore, route separation may be required.

Rout i ng- pl ane separation also allow the operator to utilize other
addr essi ng techni ques, which may not be feasible on a single routing
pl ane. Such exanples include the use of overl apping private address
space [ RFC1918], Shared Address Space [ RFC6598], or other |Pv4 space
that may overlap globally within the operator’s network.

3.5. Flexible Deploynent Options

Servi ce providers operate conplex routing environnents and offer a
variety of |Pv4-based services. Many operator environments utilize
di stributed external routing infrastructures for transit and peering,
and these may span | arge geographical areas. A CGN solution should
of fer operators the ability to place CGN transl ation points at
various points within their network.

The CGN depl oynent should al so be flexible enough to change over tinme
as demand for translation services increase or change as noted in

[ RFC6264]. In turn, the deploynent will need to then adapt as
transl ati on demand decreases due to the transition of flows to | Pv6.
Transl ation points should be able to be placed and noved with as
l[ittle re-engineering effort as possible, minimzing the risks to the
subscri ber base.

Dependi ng on hardware capabilities, security practices, and |Pv4
address availability, the translation environnments nmay need to be
segnent ed and/ or scal ed over tinme to neet organic | Pv4 demand grow h.
Operators may al so want to choose nodel s that support transition to
ot her translation environnents such as Dual -Stack Lite (DS-Lite)

[ RFC6333] and/or Network Address and Protocol Translation fromlPv6
Clients to | Pv4 Servers (NAT64) [RFC6146]. Operators will want to
seek depl oynent nodel s that are conducive to neeting these goals as
wel | .
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3.6. | Pv4 Overlap Space

| Pv4 address overlap for CGN translation realns may be required if
insufficient |IPv4 addresses are available within the operator
environnent to assign internally unique |Pv4 addresses to the CGN
subscri ber base. The CGN depl oynent shoul d provide nmechani sms to
nmanage | Pv4 overlap if required.

3.7. Transactional Logging for CGN Systens

CGNs may require transactional |ogging since the source IP and
rel ated transport-protocol information are not easily visible to
external hosts and system

I f needed, CGN systens should be able to generate |ogs that identify
i nternal -real m host parameters (i.e., IP/Port) and associate themto
external -real m paraneters i nmposed by the translator. The | ogged

i nformati on shoul d be stored on the CGN hardware and/or exported to
anot her system for processing. The operator may choose to al so
enabl e nechani sns to hel p reduce | ogging, such as block allocation of
UDP and TCP ports or deterninistic translation options, e.g.

[ CG\- DEPLOYMENTS] .

Qperators may be legally obligated to keep track of translation

i nformati on. The operator nmay need to utilize their standard
practices in handling sensitive custoner data when storing and/or
transporting such data. Further information regardi ng CGN | oggi ng
requi renents can be found in Section 4 of [RFC6888].

3.8. Base CGN Requirenents

Whereas the requirenents above represent assessed architectura

requi rements, the CGN platformwi |l also need to neet the base CGN
requi rements of a CGN function. Base requirenments include functions
such as Bulk Port Allocation and ot her CGN devi ce-specific functions.
These base CGN platformrequirenents are captured in [ RFC6888].

4. BGP/ MPLS | P VPN-Based CGN Fr anmewor k

The BGP/ MPLS | P VPN [ RFC4364] framework for CGN segregates the
internal realns within the service-provider space into Layer 3 MPLS-
based VPNs. The operator can deploy a single realmfor all CG\ based
flows or can deploy multiple real ns based on transl ati on denmand and
ot her factors such as geographical proximty. Arealmin this node
refers to a "VPN', which shares a unique Route Distinguisher / Route
Target (RD/RT) conbination, routing plane, and forwardi ng behaviors.
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The BGP/ MPLS | P VPN infrastructure provides control -plane and
forwardi ng separation for the traditional |Pv4 service environment
and CGN environnent(s). The separation allows for routing

i nformati on (such as default routes) to be propagated separately for
CGN- based and non- CON- based subscriber flows. Traffic can be
efficiently routed to the Internet for nornmal flows and routed
directly to translators for CG\nediated fl ows. Although many
operators may run a "default-route-free" core, |IPv4 flows that
require translati on nust obviously be routed first to a translator,
so a default route is acceptable for the internal real nms.

The physical location of the Virtual Routing and Forwarding (VRF)
term nation point for a BGP/MPLS | P VPN enabl ed CGN can vary and be

| ocated anywhere within the operator’s network. This nodel fully
virtualizes the translation service fromthe base |Pv4 forwarding
environnent that will likely be carrying Internet-bound traffic. The
base | Pv4 environment can continue to service traditional |Pv4
subscriber flows plus post translated CGN fl ows.

Figure 1 provides a view of the basic nodel. The access node

provi des CPE access to either the CGN VRF or the d obal Routing
Tabl e (GRT), dependi ng on whet her the subscriber receives a private
or public IP. Translator-mediated traffic follows an MPLS Labe
Switched Path (LSP) that can be set up dynam cally and can span one
hop or many hops (with no need for conplex routing policies).
Traffic is then forwarded to the translator, which can be an externa
appliance or integrated into the VRF Term nation (Provider Edge)
router. Once traffic is translated, it is forwarded to the GRT for
general Internet forwarding. The GRT can al so be a separate VRF
(Internet access VPN VRF) should the provider choose to inplenent
their Internet-based services in that fashion. The translation
services are effectively overlaid onto the network but are maintai ned
within a separate forwardi ng and control plane.
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Figure 1. Basic BGP/MPLS | P VPN CGN Model

If nore then one VRF (translation realm is used within the
operator’s network, each VPN i nstance can manage CCGN fl ows

i ndependently for the respective realm The described architecture
does not prescribe a single redundancy nodel that ensures network
availability as a result of CGN failure. Deploynents are able to

sel ect a redundancy nodel that fits best with their network design.
If state informati on needs to be passed or mmintai ned between

har dwar e i nstances, the vendor would need to enable this feature in a
sui tabl e manner.

4.1. Service Separation

The MPLS/ VPN CGN framework supports route separation. The
traditional |1Pv4 flows can be separated at the access node (initial
Layer 3 service point) fromthose that require translation. This
type of service separation is possible on common technol ogi es used
for Internet access within many operator networks. Service
separation can be acconplished on conmon access technol ogy, including
those used for DOCSIS (CMIS), Ethernet access, DSL (BRAS), and nobile
access (GGSN ASN-GW architectures.
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4.2. Internal Service Delivery

Internal services can be delivered directly to the privately
addressed endpoint within the CGN domain without translation. This
can be acconplished in one of two methods. The first nethod is the
use of "route |eaking", a nethod of exchanging routes between the CGN
VRF and GRT; this nethod nmay al so include reducing the overall nunber
of VRFs in the system and exposing services in the GRT. The second
met hod, which is described in detail within this section, is the use
of a Services VRF. The second nodel is a nore traditional extranet
servi ces nodel but requires nmore systemresources to inplenent.

Using direct route exchange (inmport/export) between the CGN VRFs and
the Services VRFs creates reachability using the aforenmentioned
extranet nodel available in the BGP/MPLS | P VPN structure. This
nodel allows the provider to maintain separate forwarding rules for
transl ated flows, which require a pass through the translator to
reach external network entities, versus those flows that need to
access internal services. This operational detail can be

advant ageous for a nunber of reasons, such as service-access policies
and endpoint identification. First, the provider can reduce the |oad
on the translator since internal services do not need to be factored
into the scaling of the CGN hardware (which may be quite | arge).
Second, nore direct forwardi ng paths can be maintained to provide
better network efficiency. Third, geographic |ocations of the
translators and the services infrastructure can be deployed in

| ocations in an independent manner. Additionally, the operator can
al | ow CGN subj ect endpoints to be accessible via an untransl ated
pat h, reducing the conplexities of provider-initiated nanagenent
flows. This last point is of key interest since NAT renoves
transparency to the end device in nornal cases.

Fi gure 2 bel ow shows how i nternal services are provided untransl| ated
since flows are sent directly fromthe access node to the services
node/ VRF via an MPLS LSP. This traffic is not forwarded to the CGN
transl ator and therefore is not subject to problematic behaviors
related to NAT. The Services VRF contains routing information that
can be "inported" into the access node VRF, and the CGN VRF routing
i nformati on can be "inported" into the Services VRF.
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Access Node VRF Termi nation CGN
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|
oo -- V----- +
| |
| Local |
| Content |
TSR +

Figure 2: Internal Services and CGN Bypass

An extension to the services delivery LSP is the ability to also
provi de direct subscriber-to-subscriber traffic fl ows between CGN
zones. Each zone or realmmay be fitted with separate CGN resources,
but the subtending subscribers don't necessarily need to be nediated
(translated) by the CGN translators. This option, as shown in
Figure 3, is easy to inplenent and can only be enabled if no | Pv4
address overlap i s used between communi cati ng CGN zones.
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Figure 3: Subscriber-to-Subscriber CGN Bypass

The inherent capabilities of the BGP/ MPLS | P VPN npodel denonstrates
the ability to offer CGN bypass in a standard and determ nistic
manner wi thout the need of policy-based routing or traffic

engi neeri ng.

4.2.1. Dual -Stack Operation
The BGP/ MPLS | P VPN CCGN nodel can al so be used in conjunction with

| Pv4/ 1 Pv6 dual -stack service nodes. Since many providers will use
CGNs on an interimbasis while IPv6 matures within the gl oba
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Internet or due to technical constraints, a dual-stack option is of
strategic inportance. Qperators can offer this dual-stack service
for both traditional |IPv4 (global IP) endpoints and CG\-nedi at ed
endpoi nt s.

Qperators can separate the IP flows for IPv4 and I1Pv6 traffic, or
they can use other routing techniques to nove | Pv6-based fl ows toward
the GRT (G obal Routing Table) while allowing IPv4 flows to remain
within the 1 Pv4 CGN VRF for translator services.

Figure 4 shows how | Pv4 transl ati on services can be provided

al ongsi de | Pv6-based services. This nodel allows the provider to
enable CGN to manage | Pv4 flows (translated), and |IPv6 flows are
routed without translation efficiently toward the Internet. Once
again, forwarding of flows to the translator does not inpact |Pv6
fl ows, which do not require this service

Access Node VRF Term nation CGN
Fommmaaaaaas + Fommmaaaaaas + Fommmaaaaaas +
| | | | | |

CPE-CG | +------- + - + | +------- + |
+o---- + | | [LSP| | | | 1P ] | | |
| ce -+ +->VRF- - +- - - - - +-SVRF- - - - - - - - > | |
[1Pva | | | L || || ||
| | e 11 ||
+o- oo || | | | | | XLATE | |
| IPv6 | | | | | | | | |
| | e o B 1 1 ||
| | 1 thve | | | | IPv4A] | IP] | | |
| -t -+ +->ERT || | ] CGRT<-+-+----+-+- - | ]
to---- + | | || | | | || | | ||
| +---+---+ | | +---+---+ | | +------- +
+o-m- - +o-m- - + +o-m- - +o-m- - + . +
| |
| | S +
| | I P | | Pv4
| S +-> GRT |
| e +
|
|
|
| I P R +
R +-> | Pv6 |
| GRT |
. +

Figure 4: CGNwith |IPv6e Dual - Stack Operation
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4.3. Deployment Flexibility

The CGN transl ator services can be noved, separated or segnented (nhew
transl ation real ns) without the need to change the overal

transl ation design. Since dynamc LSPs are used to forward traffic
fromthe access nodes to the translation points, the physica

| ocation of the VRF term nation points can vary and be changed
easily.

This type of flexibility allows the service provider to initially
depl oy nore centralized translation services based on relatively | ow
| oading factors and distribute the translation points over tinme to

i mprove network-traffic efficiencies and support higher translation

| oad.

Al t hough traffic-engi neered paths are not required within the MPLS/
VPN depl oyment nodel, nothing precludes an operator from using
technologies like MPLS with Traffic Engi neering [ RFC3031].

Addi tional routing nechani sns can be used as desired by the provider
and can be seen as independent. There is no specific need to
diversify the existing infrastructure in nost cases.

4.4. Conparison of BGP/MPLS I P VPN Option versus O her CGN Attachnent
Opt i ons

O her integration architecture options exist that can attach CGN
based service flows to a translator instance. Alternate options that
can be used to attach such services include:

- policy-based routing (static) to direct translation-bound traffic
to a network-based transl ator;

- traffic engineering; and
- multiple routing topol ogies.

4.4.1. Policy-Based Routing
Pol i cy-based routing (PBR) provides another option to direct CGA\W
nmedi ated flows to a translator. PBR options, although possible, are
difficult to maintain (due to static policy) and nust be confi gured
t hroughout the network with considerabl e nmai nt enance over head.
More centralized depl oynents may be difficult or too onerous to
depl oy using policy-based routing nmethods. Policy-based routing

woul d not achi eve route separation (unless used with others options)
and may add conplexities to the providers’ routing environment.
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4.4.2. Traffic Engineering

Traffic engineering can also be used to direct traffic froman access
node toward a translator. Traffic engineering, |like MPLS-TE, may be
difficult to set up and maintain. Traffic engineering provides

addi tional benefits if used with MPLS by addi ng potential for faster
path re-convergence. Traffic engineering paths would need to be
updat ed and redefined over tinme as CGN translation points are
augrment ed or noved.

4.4.3. Miltiple Routing Topol ogi es

4.

5.

5.

Mul tiple routing topologies can be used to direct CG\Nbased flows to
translators. This option would achi eve the same basic goal as the
MPLS/ VPN option but with additional inplenmentation overhead and

pl atform configurati on conplexity. Since operator based translation
is expected to have an unknown |ifecycle, and may see various degrees
of demand (dependent on operator |Pv4 d obal space availability and
shift of traffic to IPv6), it nay be too | arge of an undertaking for
the provider to enabled this as their primary option for CGN

5. Milticast Considerations

When depl oyi ng BGP/ MPLS I P VPNs as a service nethod for user-plane
traffic to access CE\, one needs to be cogni zant of current or future
IP nulticast requirenents. User-plane IP Milticast that may
originate outside of the VRF requires specific consideration. Adding
the requirenent for user plane IP nulticast can potentially cause
addi tional complexity related to inmporting and exporting the IP
nmulticast routes in addition to suboptimal scaling and bandwi dth
utilization.

It is recormended to reference best practice and designs from
[ RFC6037], [RFC6513], and [ RFC5332].

Experi ences
1. Basic Integration and Requirenents Support

The MPLS/ VPN CGN envi ronnment has been successfully integrated into
real network environments utilizing existing network service delivery
nmechani sns. It solves nmany issues related to provider-based

transl ation environnents while still subject to problematic behaviors
i nherent within NAT.
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5.

The key issues that are solved or managed with the MPLS/ VPN option
i ncl ude:

- Support for the centralized and distributed depl oyment node

- Routing plane separation for CGN flows versus traditional |Pv4
flows

- Flexible translation point design (can relocate translators and
split translation zones easily)

- Low nai ntenance overhead (dynanmic routing environment with little
mai nt enance of separate routing infrastructure other than
managenment of MPLS/ VPNs)

- CON bypass options (for internal and third-party services that
exi st within the provider domain)

- |IPvd translation real moverlap support (can reuse |P addresses
bet ween zones with some inpact to extranet service nodel)

- Sinmple fail over techniques can be inplemented w th redundant
translators, such as using a second default route

Per f or mance

The MPLS/ VPN CGN nodel was observed to support basic functions that
are typically used by subscribers within an operator environment. A
full review of the observed inpacts related to CGN (NAT444) are
covered in [ RFC7021] .

Security Considerations

An operator inplementing CGN using BGP/MPLS | P VPNs should refer to
Section 7 of [RFC6888] for security considerations related to CGN
depl oyments. The operator should continue to enploy the standard
security nethods in place for their standard MPLS depl oynent and can
also refer to the Security Considerations section in [ RFC4364], which
di scusses both control -pl ane and dat a- pl ane security.

BGP/ MPLS | P VPN CGN Franmewor k Di scussi on

The MPLS/ VPN delivery nethod for a CGN depl oynent is an effective and
scal able way to deliver mass translation services. The architecture
avoi ds the conmplex requirements of traffic engineering and policy-
based routing when conbi ning these new service flows to existing |Pv4d
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9.

9.

9.

operation. This is advantageous since the NAT444/ CGN envi ronnents
shoul d be introduced with as little inpact as possible, and these
environnents are expected to change over tine.

The MPLS/ VPN-based CGN architecture solves many of the issues related
to deploying this technology in existing operator networks.
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