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Abst ract

Thi s docunent defines an abstract (generic, or base) YANG data node
for network/service topol ogies and inventories. The data node
serves as a base nodel that is augnmented with technol ogy-specific
details in other, nore specific topology and inventory data nodels.

Status of This Menp
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 7841.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
https://wwv. rfc-editor.org/info/rfc8345.
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1. Introduction

Thi s docunent introduces an abstract (base) YANG [ RFC7950] data nodel
[ RFC3444] to represent networks and topol ogies. The data nodel is
divided into two parts: The first part of the data nodel defines a
network data nodel that enables the definition of network

hi erarchies, or network stacks (i.e., networks that are |ayered on
top of each other) and mai ntenance of an inventory of nodes contained
in a network. The second part of the data nodel augnents the basic
network data nodel with information to describe topology informtion
Specifically, it adds the concepts of "links" and

"term nation points" to describe how nodes in a network are connected
to each other. Mreover, the data nodel introduces vertical |ayering
rel ati onshi ps between networks that can be augmented to cover both
network inventories and network/service topol ogi es.

Al t hough it would be possible to combine both parts into a single
data nodel, the separation facilitates integration of network

topol ogy and network inventory data nodels, because it allows network
inventory information to be augnented separately, and wi thout concern
for topology, into the network data nodel .

The data npdel can be augnented to describe the specifics of
particul ar types of networks and topol ogies. For exanple, an
augnenti ng data nodel can provide network node information with
attributes that are specific to a particular network type. Exanples
of augmenting nodel s i nclude data nodels for Layer 2 network
topol ogi es; Layer 3 network topol ogies such as unicast I1GP, IS1S

[ RFC1195], and OSPF [ RFC2328]; traffic engineering (TE) data

[ RFC3209]; or any of the variety of transport and service topol ogies.
Information specific to particular network types will be captured in
separate, technol ogy-specific data nodels.

The basic data mpdel s introduced in this docunent are generic in
nature and can be applied to many network and service topol ogi es and
inventories. The data nodels allow applications to operate on an

i nventory or topology of any network at a generic |evel, where the
specifics of particular inventory/topology types are not required.

At the same tinme, where data specific to a network type cones into
pl ay and the data nodel is augmented, the instantiated data stil
adheres to the sane structure and is represented in a consistent
fashion. This also facilitates the representati on of network

hi erarchi es and dependenci es between different network conponents and
networ k types.

The abstract (base) network YANG nodul e introduced in this document,

entitled "ietf-network” (Section 6.1), contains a |list of abstract
net wor k nodes and defines the concept of "network hierarchy" (network
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stack). The abstract network node can be augnented in inventory and
t opol ogy data nodels with inventory-specific and topol ogy-specific
attributes. The network hierarchy (stack) allows any given network
to have one or nore "supporting networks". The rel ationship between
the base network data nodel, the inventory data nodels, and the

topol ogy data nodels is shown in Figure 1 (dotted lines in the figure
denot e possi bl e augnentations to nodels defined in this docunent).

Fom e e e aaa oo +
|
R R +
| |
\Y, \Y,
R S
| Abstract | : Inventory
| Topology | : Model(s)
| Model | :
+ ____________ + LS A I A A D I e A e
|
T T T +
| | | |
V V V V
..... L Ly g
Topology : : Topology : : Topology : : Topology :
Model @ Model @ Model @ Mode

Figure 1: The Network Data Mbdel Structure

The networ k-t opol ogy YANG nodul e i ntroduced in this docunent,
entitled "ietf-network-topol ogy" (Section 6.2), defines a generic
topol ogy data nodel at its npbst general |evel of abstraction. The
nodul e defines a topol ogy graph and conponents fromwhich it is
conposed: nodes, edges, and termi nation points. Nodes (fromthe
"ietf-network" nodule) represent graph vertices and |inks represent
graph edges. Nodes also contain term nation points that anchor the
links. A network can contain nmultiple topologies -- for exanple,
topol ogies at different |ayers and overlay topol ogies. The data
nodel therefore allows rel ationshi ps between topol ogies, as well as
dependenci es between nodes and terminati on points across topol ogies,
to be captured. An exanple of a topology stack is shown in Figure 2.
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Figure 2: Topol ogy Hierarchy (Stack) Example

Figure 2 shows three topology levels. At the top, the "Service"

t opol ogy shows rel ati onshi ps between service entities, such as
service functions in a service chain. The "L3" topol ogy shows
network elements at Layer 3 (I1P), and the "Optical" topol ogy shows
network el ements at Layer 1. Service functions in the "Service"

topol ogy are mapped onto network elenments in the "L3" topol ogy, which
in turn are mapped onto network elenments in the "Optical" topol ogy.
Two service functions (X1 and X3) are mapped onto a single L3 network
el ement (Y2); this could happen, for exanple, if two service
functions reside in the sane Virtual Machine (VM (or server) and
share the sanme set of network interfaces. A single "L3" network

el ement (Y2) is mapped onto two "Optical” network el enents (Z2 and
Z). This could happen, for exanple, if a single |IP router attaches
to nultiple Reconfigurable Optical Add/Drop Multiplexers (ROADMS) in
the optical domain.

Cemm et al. St andards Track [ Page 6]



RFC 8345 YANG Dat a Model for Network Topol ogi es March 2018

Anot her exanpl e of a service topology stack is shown in Figure 3.

/ / Vo / ;o N
I [Ya [Y1] : /A [z2] : |/
Homm o RPN Le--l--4 Homm e D -+

L3 Topol ogy
Figure 3. Topol ogy Hi erarchy (Stack) Exanple

Figure 3 shows two VPN service topol ogies (VPNL and VPN2)
instantiated over a common L3 topology. Each VPN service topology is
mapped onto a subset of nodes fromthe comobn L3 topol ogy.

There are nmultiple applications for such a data nodel. For exanple,
within the context of Interface to the Routing System (12RS), nodes
within the network can use the data nodel to capture their
under st andi ng of the overall network topol ogy and expose it to a
network controller. A network controller can then use the

instanti ated topol ogy data to conpare and reconcile its own view of
the network topology with that of the network elenents that it
controls. Alternatively, nodes within the network coul d propagate
this understanding to conpare and reconcile this understanding either
among thenselves or with the help of a controller. Beyond the
network el ement and the imedi ate context of 12RS itself, a network
controller mght even use the data nodel to represent its view of the
topol ogy that it controls and expose it to applications north of
itself. Further use cases where the data nodel can be applied are
descri bed i n [ USECASE- REQS] .
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In this data nodel, a network is categorized as either system
controlled or not. If a network is systemcontrolled, then it is
automatically popul ated by the server and represents dynanically

| earned information that can be read fromthe operational state
datastore. The data nmpodel can also be used to create or nodify

net wor k t opol ogi es that m ght be associated with an inventory nodel
or with an overlay network. Such a network is not system controll ed;
rather, it is configured by a client.

The data nodel allows a network to refer to a supporting network,
supporting nodes, supporting links, etc. The data nodel also allows
the layering of a network that is configured on top of a network that
is systemcontrolled. This pernits the configuration of overlay
networ ks on top of networks that are discovered. Specifically, this
data nmodel is structured to support being inplemented as part of the
epheneral datastore [ RFC8342], the requirements for which are defined
in Section 3 of [RFC8242]. This allows network topology data that is
witten, i.e., configured by a client and not systemcontrolled, to
refer to dynanmically learned data that is controlled by the system
not configured by a client. A sinple use case night involve creating
an overlay network that is supported by the dynam cally di scovered

| P-routed network topol ogy. Wen an inplenentation places witten
data for this data nodel in the epheneral datastore, such a network
MAY refer to another network that is systemcontrolled.

2. Key Wrds

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in
BCP 14 [ RFC2119] [ RFCB174] when, and only when, they appear in al
capitals, as shown here.
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3. Definitions and Abbreviations
Dat astore: A conceptual place to store and access information. A
dat astore might be inplenmented, for example, using files, a
dat abase, flash menory |ocations, or conbinations thereof. A

datastore maps to an instantiated YANG data tree (definition from
[ RFC8342]) .

Data subtree: An instantiated data node and the data nodes that are
hi erarchically contained within it.

IGP: Interior Gateway Protocol.
IS-1S: Internediate Systemto Internediate System
OSPF:  (Open Shortest Path First (a link-state routing protocol).
SDN:  Sof t war e- Def i ned Net wor ki ng.
URI: Uniform Resource Identifier.
VM  Virtual Machine.
4. Model Structure Details
4.1. Base Network Model
The abstract (base) network data nmodel is defined in the
"ietf-network”™ nodule. |Its structure is shown in Figure 4. The
notation syntax follows the syntax used in [ RFC8340].
nodul e: ietf-network
+--rw networ ks
+--rw networ k* [ network-id]
+--rw network-id net work-id

+--rw network-types
+--rw supporting-network* [network-ref]

| +--rw network-ref -> [/ net wor ks/ net wor k/ net wor k-i d
+--rw node* [node-id]
+--rw node-id node-id

+--rw supporting-node* [network-ref node-ref]
+--rw networ k- r ef
| -> ../../../supporting-network/network-ref
+--rw node-ref -> [ net wor ks/ net wor k/ node/ node-i d

Figure 4: The Structure of the Abstract (Base) Network Data Mdel
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The data nodel contains a container with a |list of networks. Each
network is captured in its own list entry, distinguished via a
net wor k-i d.

A network has a certain type, such as L2, L3, OSPF, or IS 1S A
network can even have nmultiple types sinultaneously. The type or
types are captured underneath the container "network-types". In this
nodel, it serves nmerely as an augnentation target; network-specific
nodul es will later introduce new data nodes to represent new network
types below this target, i.e., will insert them bel ow "network-types"
vi a YANG augmnent ati on.

When a network is of a certain type, it will contain a correspondi ng
data node. Network types SHOULD al ways be represented using presence
containers, not leafs of type "enpty". This allows the
representation of hierarchies of network subtypes within the instance
informati on. For exanple, an instance of an OSPF network (which, at
the same tine, is a Layer 3 unicast |GP network) would contain

under neat h "network-types" anot her presence contai ner

"1 3-uni cast -i gp-network", which in turn would contain a presence
cont ai ner "ospf-network". Actual exanples of this pattern can be
found in [ RFC8346].

A network can in turn be part of a hierarchy of networks, building on
top of other networks. Any such networks are captured in the |ist
"supporting-network". A supporting network is, in effect, an
under | ay networKk.

Furthernore, a network contains an inventory of nodes that are part
of the network. The nodes of a network are captured in their own
list. Each node is identified relative to its containing network by
a node-id.

It should be noted that a node does not exist independently of a
network; instead, it is a part of the network that contains it. In
cases where the same device or entity takes part in nultiple
networks, or at multiple layers of a networking stack, the sane
device or entity will be represented by multiple nodes, one for each
network. In other words, the node represents an abstraction of the
device for the particular network of which it is a part. To indicate
that the sane entity or device is part of nultiple topol ogies or
networks, it is possible to create one "physical"” network with a |ist
of nodes for each of the devices or entities. This (physical)
network -- the nodes (entities) in that network -- can then be
referred to as an underlay network and as nodes fromthe other

(l ogical) networks and nodes, respectively. Note that the data node
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allows for the definition of nore than one underlay network (and
node), allow ng for simultaneous representation of |ayered network
t opol ogi es and service topol ogi es, and their physical instantiation

Simlar to a network, a node can be supported by other nodes and map
onto one or nore other nodes in an underlay network. This is
captured in the list "supporting-node". The resulting hierarchy of
nodes al so allows for the representation of device stacks, where a
node at one level is supported by a set of nodes at an underlying

| evel . For exanpl e:

o0 a "router" node mght be supported by a node representing a route
processor and separate nodes for various |line cards and service
nodul es,

o a virtual router mght be supported or hosted on a physical device
represented by a separate node,

and so on.

Network data of a network at a particular |ayer can cone into being
in one of two ways: (1) the network data is configured by client
applications -- for exanple, in the case of overlay networks that are
configured by an SDN Controller application, or (2) the network data
is automatically controlled by the system in the case of networks
that can be discovered. It is possible for a configured (overlay)
network to refer to a (di scovered) underlay network.

The revi sed datastore architecture [ RFC8342] is used to account for
those possibilities. Specifically, for each network, the origin of
its data is indicated per the "origin" netadata [ RFC7952] annotation
(as defined in [ RFC8342]) -- "intended" for data that was configured
by a client application and "l earned" for data that is discovered.
Network data that is discovered is automatically popul ated as part of
the operational state datastore. Network data that is configured is
part of the configuration and intended datastores, respectively.
Configured network data that is actually in effect is, in addition
reflected in the operational state datastore. Data in the
operational state datastore will always have conplete referentia
integrity. Should a configured data item (such as a node) have a
dangling reference that refers to a non-existing data item (such as a
supporting node), the configured data itemw || automatically be
renoved fromthe operational state datastore and thus only appear in
the intended datastore. It will be up to the client application
(such as an SDN Controller) to resolve the situation and ensure that
the reference to the supporting resources is configured properly.
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4.2. Base Network Topol ogy Data Model

The abstract (base) network topol ogy data nodel is defined in the
"ietf-network-topol ogy" nodule. It builds on the network data nodel
defined in the "ietf-network"” nodul e, augnenting it with Iinks
(defining how nodes are connected) and term nation points (which
anchor the links and are contained in nodes). The structure of the
network topol ogy nmodule is shown in Figure 5. The notation syntax
follows the syntax used in [ RFC8340].

nodul e: ietf-network-topol ogy
augnent /nw networ ks/ nw. net wor k:
+--rw link* [link-id]

+--rwlink-id link-id

+--rw source

| +--rw source-node? -> ../../../nw node/ node-id
| +--rw source-tp? | eaf ref

+--rw destination

| +--rw dest-node? -> ../../../nw node/ node-id

| +--rw dest-tp? | eaf ref

+--rw supporting-link* [network-ref Iink-ref]
+--rw networ k- r ef
| -> ../../../nw supporting-network/network-r ef
+--rw link-ref | eaf r ef

augnment / nw. net wor ks/ nw: net wor k/ nw. node:
+--rw termnation-point* [tp-id]
+-rwtp-id tp-id
+--rw supporting-term nation-point*
[ network-ref node-ref tp-ref]

+--rw networ k- r ef
| -> ../../../nw supporting-node/ net wor k-r ef
+--rw node-r ef
| -> ../../../nw supporting-node/ node-ref
+--rw tp-ref | eaf ref

Figure 5: The Structure of the Abstract (Base) Network Topol ogy
Dat a Model

A node has a list of ternmination points that are used to term nate
links. An exanple of a termnation point nmight be a physical or
| ogi cal port or, nore generally, an interface.

Li ke a node, a term nation point can in turn be supported by an

underlying termi nation point, contained in the supporting node of the
under | ay networKk.
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Alink is identified by a link-id that uniquely identifies the |ink
within a given topol ogy. Links are point-to-point and

uni directional. Accordingly, a link contains a source and a
destination. Both source and destination reference a corresponding
node, as well as a termnation point on that node. Simlar to a
node, a link can map onto one or nore links (which are term nated by
the correspondi ng underlay term nation points) in an underlay
topology. This is captured in the list "supporting-link".

4.3. Extending the Data Mde

In order to derive a data nodel for a specific type of network, the
base data nodel can be extended. This can be done roughly as

foll ows: a new YANG nodul e for the new network type is introduced
In this nodule, a nunmber of augnentations are defined agai nst the
"ietf-network" and "ietf-network-topol ogy" nodul es.

We start with augnentations against the "ietf-network" nodul e.

First, a new network type needs to be defined; this is done by
defining a presence container that represents the new network type.
The new network type is inserted, by neans of augnentation, below the
net wor k-types contai ner. Subsequently, data nodes for any node
paranmeters that are specific to a network type are defined and
augnented into the node list. The new data nodes can be defined as
conditional ("when") on the presence of the correspondi ng network
type in the containing network. |n cases where there are any

requi renents or restrictions in terms of network hierarchies, such as
when a network of a new network type requires a specific type of
underl ay network, it is possible to define correspondi ng constraints
as well and augnent the supporting-network |ist accordingly.

However, care should be taken to avoid excessive definitions of
constraints.

Subsequently, augnentations are defined agai nst the
"ietf-network-topol ogy" nodule. Data nodes are defined for |ink
paranmeters, as well as term nation point paraneters, that are
specific to the new network type. Those data nodes are inserted via
augnentation into the link and termination-point lists, respectively.
Agai n, data nodes can be defined as conditional on the presence of
the correspondi ng network type in the containing network, by adding a
correspondi ng "when" statement.

It is possible, but not required, to group data nodes for a given

network type under a dedicated container. Doing so introduces
additional structure but |engthens data node path names.
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4.4,

4.4.

4.4.

de

In cases where a hierarchy of network types is defined, augnentations
can in turn be applied agai nst augnmenting nodul es, with the nodul e of
a network whose type is nore specific augnenting the nodul e of a

net wor k whose type i s nore general

Di scussi on and Sel ected Desi gn Deci si ons
1. Container Structure

Rat her than maintaining lists in separate containers, the data node
is kept relatively flat in terms of its containment structure. Lists
of nodes, links, term nation points, and supporting nodes; supporting
links; and supporting termination points are not kept in separate
containers. Therefore, path identifiers that are used to refer to
specific nodes -- in managenent operations or in specifications of
constraints -- can remain relatively compact. O course, this means
that there is no separate structure in instance information that
separates elements of different lists fromone another. Such a
structure is semantically not required, but it mght provide enhanced
“human readability" in sone cases.

2. Underlay Hi erarchies and Mappi ngs

To minimze assunptions regarding what a particular entity m ght
actual ly represent, nappings between networks, nodes, |inks, and
term nation points are kept strictly generic. For exanple, no
assunptions are made regardi ng whether a term nation point actually
refers to an interface or whether a node refers to a specific
"system' or device; the data nodel at this generic | evel nmakes no
provi sions for these.

Wher e additional specifics about mappi ngs between upper and | ower

| ayers are required, the information can be captured in augnenting
nodul es. For exanple, to express that a term nation point in a
particul ar network type maps to an interface, an augnenting nodul e
can introduce an augnentation to the termnation point. The
augnentation introduces a |l eaf of type "interface-ref". That |eaf
references the corresponding interface [RFC8343]. Simlarly, if a
node maps to a particular device or network el enent, an augnenting
nmodul e can augment the node data with a | eaf that references the
networ k el ement.
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It is possible for Iinks at one level of a hierarchy to map to
multiple links at another |evel of the hierarchy. For exanple, a VPN
topol ogy mi ght nodel VPN tunnels as links. Were a VPN tunnel naps
to a path that is conposed of a chain of several links, the link wll
contain a list of those supporting links. Likew se, it is possible
for alink at one level of a hierarchy to aggregate a bundle of |inks
at anot her |evel of the hierarchy.

4.4.3. Dealing with Changes in Underlay Networks

It is possible for a network to undergo churn even as ot her networks

are layered on top of it. \Wien a supporting node, link, or
term nation point is deleted, the supporting leafrefs in the overlay
will be left dangling. To allow for this possibility, the data node

makes use of the "require-instance" construct of YANG 1.1 [ RFC7950].

A dangling leafref of a configured object |eaves the corresponding
instance in a state in which it lacks referential integrity,

effectively rendering it nonoperational. Any correspondi ng object
instance is therefore renmoved fromthe operational state datastore
until the situation has been resolved, i.e., until either (1) the

supporting object is added to the operational state datastore or
(2) the instance is reconfigured to refer to another object that is
actually reflected in the operational state datastore. It will
remain part of the intended datastore.

It is the responsibility of the application maintaining the overlay
to deal with the possibility of churn in the underlay network. Wen
a server receives a request to configure an overlay network, it
SHOULD val i dat e whet her supporting nodes / links / term nation points
refer to nodes in the underlay that actually exist, i.e., verify that
the nodes are reflected in the operational state datastore.
Configuration requests in which supporting nodes / |inks /

term nation points refer to objects currently not in existence SHOULD
be rejected. It is the responsibility of the application to update
the overlay when a supporting node / link / term nation point is
deleted at a later point in tine. For this purpose, an application
m ght subscribe to updates when changes to the underlay occur -- for
exanpl e, using nechani sns defined in [ YANG Push].

4.4.4. Use of G oupings

The data nodel nmakes use of groupings instead of sinply defining data
nodes "inline". This nmakes it easier to include the corresponding
data nodes in notifications, which then do not need to respecify each
data node that is to be included. The trade-off is that it makes the
specification of constraints nore conpl ex, because constraints

i nvol vi ng data nodes outside the grouping need to be specified in
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conjunction with a "uses" statenent where the grouping is applied.
This al so neans that constraints and XM. Pat h Language (XPat h)
statements need to be specified in such a way that they navigate
"down" first and select entire sets of nodes, as opposed to being
able to sinply specify them agai nst individual data nodes.

4.4.5. Cardinality and Directionality of Links

The topol ogy data nodel includes Iinks that are point-to-point and
unidirectional. It does not directly support multipoint and
bidirectional links. Although this nay appear as a limtation, the
decision to do so keeps the data nodel sinple and generic, and it
allows it to be very easily subjected to applications that nake use
of graph algorithnms. Bidirectional connections can be represented
through pairs of unidirectional links. Miltipoint networks can be
represented through pseudonodes (simlar to IS 1S, for example). By
i ntroduci ng hierarchies of nodes with nodes at one | evel nmapping onto
a set of other nodes at another |evel and by introducing new |inks
for nodes at that |level, topologies with connections representing
non- poi nt -t o- poi nt communi cati on patterns can be represented.

4.4.6. Miltihom ng and Link Aggregation

Links are ternminated by a single termnation point, not sets of
term nation points. Connections involving nmultihomng or |ink
aggregati on schenes need to be represented using nmultiple point-to-
point links and then defining a Iink at a higher layer that is
supported by those individual Iinks.

4.4.7. Mappi ng Redundancy

In a hierarchy of networks, there are nodes mappi ng to nodes, |inks
mapping to links, and termination points mapping to ternination
points. Some of this information is redundant. Specifically, if the
mappi ng of a link to one or nore other links is known and the

term nation points of each Iink are known, the mappi ng information
for the termi nation points can be derived via transitive closure and
does not have to be explicitly configured. Nonetheless, in order to
not constrain applications regardi ng which mappi ngs they want to
configure and whi ch should be derived, the data nodel provides the
option to configure this information explicitly. The data node
includes integrity constraints to allow for validating for
consi st ency.
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4.4.8. Typing

A network’s network types are represented using a container that
contains a data node for each of its network types. A network can
enconpass several types of networks sinultaneously; hence, a
container is used instead of a case construct, with each network type
in turn represented by a dedicated presence container. The reason
for not sinmply using an enpty |leaf, or (even nore sinply) even doing
away with the network container and just using a leaf-list of
"network-type" instead, is to be able to represent "class

hi erarchi es” of network types, with one network type "refining" the
other. Containers specific to a network type are to be defined in
the network-specific nodul es, augnenting the network-types contai ner

4.4.9. Representing the Same Device in Miltiple Networks

One comon requirement concerns the ability to indicate that the sane
device can be part of nmultiple networks and topol ogi es. However, the
data nodel defines a node as relative to the network that contains
it. The sane node cannot be part of multiple topologies. In many
cases, a node will be the abstraction of a particular device in a
network. To reflect that the same device is part of multiple
topol ogi es, the foll owi ng approach m ght be chosen: a new type of
network to represent a "physical" (or "device") network is

i ntroduced, with nodes representing devices. This network forns an
underl ay network for |ogical networks above it, with nodes of the

| ogi cal network mappi ng onto nodes in the physical network.

This scenario is depicted in Figure 6. This figure depicts three
networks with two nodes each. A physical network ("P" in the figure)
consists of an inventory of two nodes (D1 and D2), each representing
a device. A second network, X, has a third network, Y, as its
underlay. Both X and Y al so have the physical network (P) as their
underlay. X1 has both Y1 and D1 as underl ay nodes, while Y1 has D1
as its underlay node. Likew se, X2 has both Y2 and D2 as underl ay
nodes, while Y2 has D2 as its underlay node. The fact that X1 and Y1
are both instantiated on the sanme physical node (Dl1) can be

easily seen.
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e +
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P (Physi cal Network)
Figure 6: Topol ogy Hi erarchy Exanple - Miltiple Underlays

In the case of a physical network, nodes represent physical devices
and term nation points represent physical ports. It should be noted
that it is also possible to augnent the data nodel for a physica
network type, defining augnentations that have nodes reference system
i nformati on and termi nati on points reference physical interfaces, in
order to provide a bridge between network and devi ce nodel s.

4.4.10. Supporting Cient-Configured and System Controll ed Network
Topol ogi es

YANG requi res data nodes to be designated as either configuration
data ("config true") or operational data ("config false"), but not
both, yet it is inportant to have all network information, including
vertical cross-network dependencies, captured in one coherent data
nodel . In nobst cases, network topology information about a network
is discovered; the topology is considered a property of the network
that is reflected in the data nodel. That said, certain types of
topol ogi es need to al so be configurable by an application, e.g., in
the case of overlay topol ogies.

The YANG data nodel for network topol ogi es designates all data as
"config true". The distinction between data that is actually
configured and data that is in effect, including network data that is
di scovered, is provided through the datastores introduced as part of
the Network Managenment Datastore Architecture (NVDA) [ RFC8342].

Net wor k topol ogy data that is discovered is automatically popul ated
as part of the operational state datastore, i.e., <operational> It
is "systemcontrolled". Network topology that is configured is
instantiated as part of a configuration datastore, e.g., <intended>.
Only when it has actually taken effect will it also be instantiated
as part of the operational state datastore, i.e., <operational >.
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In general, a configured network topology will refer to an underl ay
topol ogy and include |ayering i nformati on, such as the supporting
node(s) underlying a node, supporting link(s) underlying a link, and
supporting term nation point(s) underlying a term nation point. The
supporting objects nust be instantiated in the operational state
datastore in order for the dependent overlay object to be reflected
in the operational state datastore. Should a configured data item
(such as a node) have a dangling reference that refers to a

nonexi stent data item (such as a supporting node), the configured
data itemw || automatically be renoved from <operational > and show
up only in <intended>. It will be up to the client application to
resol ve the situation and ensure that the reference to the supporting
resources is configured properly.

For each network, the origin of its data is indicated per the
"origin" netadata [ RFC7952] annotation defined in [RFC8342]. In
general, the origin of discovered network data is "learned"; the
origin of configured network data is "intended"

4.4.11. ldentifiers of String or URI Type

The current data nodel defines identifiers of nodes, networks, |inks,
and term nation points as URIs. Alternatively, they could have been
defined as strings.

The case for strings is that they will be easier to inplenment. The
reason for choosing URIs is that the topology / node / term nation
point exists in a larger context; hence, it is useful to be able to
correlate identifiers across systems. Although strings -- being the
uni versal data type -- are easier for human bei ngs, they al so nuddl e
things. Wat typically happens is that strings have sone structure
that is magically assigned, and the know edge of this structure has
to be communi cated to each systemworking with the data. A URl rmakes
the structure explicit and al so attaches additional semantics: the
URI, unlike a free-formstring, can be fed into a URI resolver, which
can point to additional resources associated with the URI. This
property is inportant when the topology data is integrated into a

| arger and nore conpl ex system

5. Interactions with G her YANG Mdul es

The data npdel nmmkes use of data types that have been defined in
[ RFC6991] .

This is a protocol -i ndependent YANG data nodel wi th topol ogy
information. It is separate from and not linked with, data nodels
that are used to configure routing protocols or routing information
This includes, for exanple, the "ietf-routing" YANG nodul e [ RFC8022].
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The data npbdel obeys the requirenents for the epheneral state as
specified in [RFC8242]. For epheneral topology data that is system
control l ed, the process tasked wi th maintaining topology infornmation

will load information fromthe routing process (such as OSPF) into
the operational state datastore without relying on a configuration
dat ast or e.

6. YANG Modul es
6.1. Defining the Abstract Network: ietf-network
<CODE BEG NS> file "ietf-netwrk@018-02-26.yang"

nodul e ietf-network {
yang-version 1.1;
nanespace "urn:ietf:paramnms:xm:ns:yang:ietf-network";
prefix nw

import ietf-inet-types {
prefix inet;
reference
"RFC 6991: Common YANG Data Types";

}

or gani zati on
"IETF I 2RS (Interface to the Routing System) Wirking G oup”;

cont act
"WG Web: <https://datatracker.ietf.org/wg/i2rs/>
WG Li st: <mailto:i2rs@etf.org>
Edi tor: Al exander C enm
<mai |l to: | udwi g@l enm or g>
Edi tor: Jan Medved
<mai | to: j nedved@i sco. con®
Edi tor: Robert Varga
<mai | t o: robert. varga@ant heon. t ech>
Edi tor: Ni ti n Bahadur
<mai | to: niti n_bahadur @ahoo. conr
Edi tor: Hari haran Anant hakri shnan
<mai | t 0: hari @acket desi gn. con
Edi tor: Xufeng Liu

<mai | to:xufeng.liu.ietf@mail.com";
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description
"This modul e defines a commbn base data npdel for a collection
of nodes in a network. Node definitions are further used
in network topol ogi es and inventories.

Copyright (c) 2018 | ETF Trust and the persons identified as
authors of the code. Al rights reserved.

Redi stri bution and use in source and binary forms, with or

wi t hout nodification, is permtted pursuant to, and subject
to the license ternms contained in, the Sinplified BSD License
set forth in Section 4.c of the | ETF Trust’s Legal Provisions
Rel ating to | ETF Docunents
(https://trustee.ietf.org/license-info).

This version of this YANG nodule is part of RFC 8345;
see the RFC itself for full legal notices.";

revi sion 2018-02-26 {
description
"Initial revision.";
ref erence
"RFC 8345: A YANG Data Mddel for Network Topol ogi es”

}

typedef node-id {

type inet:uri;

description
"ldentifier for a node. The precise structure of the node-id
will be up to the inplenentation. For exanple, sone
i mpl enentati ons MAY pick a URI that includes the network-id
as part of the path. The identifier SHOULD be chosen
such that the sanme node in a real network topol ogy wll
al ways be identified through the same identifier, even if
the data nmodel is instantiated in separate datastores. An
i mpl enent ati on MAY choose to capture senantics in the
identifier -- for exanple, to indicate the type of node.";
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typedef network-id {
type inet:uri;
description
"Identifier for a network. The precise structure of the
network-id will be up to the inplenmentation. The identifier
SHOULD be chosen such that the sane network will always be
identified through the sane identifier, even if the data nodel
is instantiated in separate datastores. An inplenentation MAY
choose to capture semantics in the identifier -- for exanple,
to indicate the type of network.";

}

groupi ng network-ref {

description
"Contains the informati on necessary to reference a network --
for exanple, an underlay network.";

| eaf network-ref {
type leafref {

pat h "/ nw net wor ks/ nw. net wor k/ nw. net wor k-i d";

require-instance fal se;

}
description
"Used to reference a network -- for example, an underl ay
net wor k. ";

}
}

groupi ng node-ref ({
description
"Contains the informati on necessary to reference a node.";
| eaf node-ref {
type leafref {
path "/ nw networ ks/ nw. net wor k[ nw. net wor k-i d=current()/../"+
"net wor k-ref]/nw node/ nw. node-id";
require-instance fal se;
}
description
"Used to reference a node.
Nodes are identified relative to the network that
contains them";

}

uses network-ref;

}
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cont ai ner networks {
description
"Serves as a top-level container for a list of networks.";
[ist network {
key "network-id";
description
"Descri bes a network.
A network typically contains an inventory of nodes,
topol ogi cal information (augmented through the
net wor k-t opol ogy data nodel ), and | ayering information.";
| eaf network-id {
type network-id;
description
"ldentifies a network.";
}

cont ai ner network-types {
description
"Serves as an augnentation target.
The network type is indicated through corresponding
presence contai ners augnented into this container.";
}
list supporting-network {
key "network-ref";
description
"“An underlay network, used to represent |ayered network
t opol ogi es. ";
| eaf network-ref {
type leafref {
pat h "/ nw networ ks/ nw. net wor k/ nw. net wor k-id";
require-instance fal se;
}
description
"Ref erences the underlay network.";
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list node {
key "node-id";
description
"The inventory of nodes of this network.";
| eaf node-id {
type node-i d;
description
"Uniquely identifies a node within the containing

network.";
}
[ ist supporting-node {
key "network-ref node-ref";
description
"Represents another node that is in an underlay network
and that supports this node. Used to represent |ayering
Structure.";
| eaf network-ref {
type leafref {
path "../../../nw supporting-network/nw. network-ref";
require-instance fal se;
}
description
"Ref erences the underlay network of which the
underlay node is a part.";
| eaf node-ref {
type leafref {
pat h "/ nw networ ks/ nw. net wor k/ nw. node/ nw. node-i d";
require-instance fal se;
}
description
"Ref erences the underlay node itself.";
}
}
}
}
}
}
<CODE ENDS>
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6.2. Creating Abstract Network Topol ogy: ietf-network-topol ogy
<CODE BEG NS> file "ietf-network-topol ogy@018-02-26. yang"

nodul e i etf-network-topol ogy {
yang-version 1.1;
nanespace "urn:ietf:parans: xm:ns:yang:ietf-network-topol ogy";
prefix nt;

import ietf-inet-types {
prefix inet;
ref erence
"RFC 6991: Commopn YANG Data Types";
}
i mport ietf-network {
prefix nw
reference
"RFC 8345: A YANG Data Mddel for Network Topol ogi es"”;

}

organi zati on
"I ETF I 2RS (Interface to the Routing System) Working G oup”

cont act
"WG Web: <https://datatracker.ietf.org/wg/i2rs/>
WG Li st <mailto:i2rs@etf.org>
Edi t or: Al exander C enmm
<mai | to: | udw g@l emm or g>
Edi tor: Jan Medved
<mai |l to: j medved@i sco. con
Edi t or: Robert Varga
<mai | t o: robert. varga@ant heon. t ech>
Edi tor: Ni tin Bahadur
<mai | t o: ni ti n_bahadur @ahoo. conp
Edi t or: Har i haran Anant hakri shnan
<mai | t o: hari @acket desi gn. con®
Edi tor: Xufeng Liu

<mai |l to:xufeng.liu.ietf@mail.com";
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description

“This nmodul e defines a comon base nodel for a network topol ogy,
augrmenting the base network data nodel with |inks to connect
nodes, as well as termination points to termnate |inks
on nodes.

Copyright (c) 2018 | ETF Trust and the persons identified as
authors of the code. Al rights reserved.

Redi stribution and use in source and binary forns, with or

wi t hout nodification, is permtted pursuant to, and subject
to the license terns contained in, the Sinplified BSD License
set forth in Section 4.c of the | ETF Trust’s Legal Provisions
Rel ating to | ETF Documents
(https://trustee.ietf.org/license-info).

This version of this YANG nodule is part of RFC 8345;
see the RFC itself for full legal notices.";

revi sion 2018-02-26 {

}

description
"Initial revision.";
ref erence
"RFC 8345: A YANG Data Mddel for Network Topol ogi es"”

typedef link-id {

}

type inet:uri;

description
"An identifier for alink in a topology. The precise
structure of the link-id will be up to the inplenentation
The identifier SHOULD be chosen such that the sane Iink in a
real network topology will always be identified through the
sane identifier, even if the data nodel is instantiated in
separate datastores. An inplenentati on MAY choose to capture

semantics in the identifier -- for exanple, to indicate the
type of link and/or the type of topology of which the link is
a part.";

typedef tp-id {

d emm

type inet:uri;

description
"An identifier for term nation points on a node. The precise
structure of the tp-id will be up to the inplenmentation
The identifier SHOULD be chosen such that the sane termni nation
point in a real network topology will always be identified
through the same identifier, even if the data nodel is
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instantiated in separate datastores. An inplenmentation MAY
choose to capture semantics in the identifier -- for exanple,
to indicate the type of term nation point and/or the type of
node that contains the term nation point.";

}

groupi ng link-ref {

description
"This grouping can be used to reference a link in a specific

network. Although it is not used in this nodule, it is
defined here for the conveni ence of augmenting nodul es.”;

| eaf |ink-ref {

type leafref {
pat h "/ nw networ ks/ nw. net wor K[ nw: net wor k-id=current()/../"+

"network-ref]/nt:link/nt:link-id";
require-instance fal se;

}

description
"A type for an absolute reference to a |link instance.

(This type should not be used for relative references.
In such a case, a relative path should be used instead.)";

}

uses nw. networ k-ref;

}

groupi ng tp-ref {

description
"This grouping can be used to reference a termnation point

in a specific node. Although it is not used in this nodul e,
it is defined here for the conveni ence of augnenting

nmodul es. ";
| eaf tp-ref {

type leafref {
pat h "/ nw networ ks/ nw. net wor K[ nw. net wor k-id=current()/../"+

"net wor k-ref]/nw node[ nw. node-id=current()/../"+
"node-ref]/nt:termnation-point/nt:tp-id"
require-instance fal se;

}

description
"A type for an absolute reference to a term nati on point.

(This type should not be used for relative references.
In such a case, a relative path should be used instead.)";

}

uses nw. node-ref;
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augnment "/ nw net wor ks/ nw. net wor k" {
description
"Add links to the network data nodel.";
[ist link {
key "link-id";
description
"A network link connects a |local (source) node and
a renote (destination) node via a set of the respective
node’'s termnation points. It is possible to have severa
i nks between the sane source and destinati on nodes.
Li kewi se, a link could potentially be re-homed between
term nation points. Therefore, in order to ensure that we
woul d al ways know to distinguish between |inks, every link
is identified by a dedicated link identifier. Note that a
[ink nmodels a point-to-point link, not a multipoint link.";
leaf link-id {
type link-id;
description
"The identifier of a link in the topol ogy.
Alink is specific to a topology to which it belongs.";
}
cont ai ner source {
description
"This container holds the | ogical source of a particular
[ink.";
| eaf source-node {
type leafref {
path "../../../nw node/ nw node-id";
require-instance fal se;
}
description
"Source node identifier. Mst be in the sane topol ogy.";
}
| eaf source-tp {
type leafref {
path "../../../nw node[ nw. node-id=current()/../"+
"source-node]/term nation-point/tp-id";
require-instance fal se;
}
description
"This term nation point is located within the source node
and termnates the link.";
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cont ai ner destination {
description
"This container holds the |ogical destination of a
particular link.";
| eaf dest-node {
type leafref {
path "../../../nw node/ nw. node-id";
require-instance fal se;
}
description
"Destination node identifier. Mist be in the sane
net wor k. ";
}
| eaf dest-tp {
type leafref {
path "../../../nw node[ hw. node-id=current()/../"+
"dest-node]/term nation-point/tp-id";
require-instance fal se;
}
description
"This termination point is located within the
destinati on node and termnates the link.";
}
}
list supporting-link {
key "network-ref link-ref";
description
"Identifies the link or links on which this Iink depends.";
| eaf network-ref {
type leafref {
path "../../../nw supporting-network/nw. network-ref";
require-instance fal se;
}
description
"This leaf identifies in which underlay topol ogy
the supporting link is present.”;
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| eaf |ink-ref {
type leafref {
pat h "/ nw networ ks/ nw. net wor k[ nw: net wor k-i d=current ()/"+
"..Inetwork-ref]/link/link-id";
require-instance fal se;
}
description
"This leaf identifies a link that is a part
of this link's underlay. Reference |oops in which
alink identifies itself as its underlay, either
directly or transitively, are not allowed.";
}
}
}

augrment "/ nw net wor ks/ nw. net wor k/ nw. node" {
description
"Augnents term nation points that termnate |inks.
Term nation points can ultinmately be mapped to interfaces.”;
list term nation-point {
key "tp-id";
description
"Atermination point can termnate a |ink.
Dependi ng on the type of topology, a term nation point
could, for exanple, refer to a port or an interface.";
leaf tp-id {
type tp-id;
description
"Term nation point identifier.";
}
list supporting-term nation-point {
key "network-ref node-ref tp-ref”;
description
"This list identifies any term nation points on which a
gi ven term nation point depends or onto which it maps.
Those termi nation points will thensel ves be contained
in a supporting node. This dependency information can be
inferred fromthe dependenci es between |inks. Therefore,
this itemis not separately configurable. Hence, no
correspondi ng constraint needs to be articul at ed.
The corresponding information is sinply provided by the
i npl enenting system";
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| eaf network-ref {

type leafref {
path "../../../nw supporting-node/ nw. network-ref";

require-instance fal se;

}

description
"This leaf identifies in which topology the
supporting term nation point is present.";

| eaf node-ref {

type leafref {
path "../../../nw supporting-node/ nw. node-ref";

require-instance fal se;

}

description
"This leaf identifies in which node the supporting
term nation point is present.";

}
| eaf tp-ref {
type leafref {
pat h "/ nw networ ks/ nw. net wor k[ nw: net wor k-i d=current ()/"+
". ./ network-ref]/nw node[ nw. node-id=current()/../"+
"node-ref]/termnation-point/tp-id"
require-instance fal se;
}
description
"Reference to the underlay node (the underlay node nust
be in a different topology).";
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nw

RFC 8345

i et f-network-topol ogy
urn:ietf:parans: xm:ns:yang:
nt

RFC 8345

ietf-network-state
urn:ietf:parans: xm:ns:yang:
NW S

RFC 8345

i etf-network-topol ogy-state
urn:ietf:parans: xm:ns:yang:
nt-s
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regi sters the follow ng nanespace URIs in the "I ETF XM
[ RFC3688] :

urn:ietf:parans: xm:ns:yang:ietf-network
Regi strant Cont act:
the requested URI is an XM. namespace.
urn:ietf:parans: xm :ns:yang:ietf-network-topol ogy
Regi strant Cont act :
the requested URI is an XM. nanespace.
urn:ietf:parans: xm:ns:yang:ietf-network-state
is an XML nanespace.

urn:ietf:parans: xm:ns:yang:ietf-network-topol ogy-state
Regi strant Cont act:
the requested URI is an XM. namespace.

regi sters the follow ng YANG nodul es in the "YANG

i etf-network

i et f-network-topol ogy

i etf-network-state

i etf-network-topol ogy-state
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8. Security Considerations

The YANG nodul es specified in this document define a schena for data
that is designed to be accessed via network managenent protocols such
as NETCONF [ RFC6241] or RESTCONF [ RFC8040]. The | owest NETCONF | ayer
is the secure transport |ayer, and the nandatory-to-inpl enent secure
transport is Secure Shell (SSH) [ RFC6242]. The | owest RESTCONF | ayer
is HITPS, and the nandatory-to-inplenent secure transport is TLS

[ RFC5246] .

The NETCONF access control nodel [RFC8341] provides the neans to
restrict access for particular NETCONF or RESTCONF users to a
preconfigured subset of all avail able NETCONF or RESTCONF protoco
operations and content.

The network topol ogy and inventory created by these nodul es revea

i nformati on about the structure of networks that could be very

hel pful to an attacker. As a privacy consideration, although there
is no personally identifiable information defined in these nodul es,
it is possible that sonme node identifiers may be associated with
devices that are in turn associated with specific users.

The YANG nodul es define information that can be configurable in
certain instances -- for exanple, in the case of overlay topol ogies
that can be created by client applications. 1In such cases, a
mal i cious client could introduce topol ogi es that are undesired.
Specifically, a malicious client could attenpt to renove or add a
node, a link, or a termnation point by creating or deleting

correspondi ng el enents in node, link, or term nation point lists,
respectively. In the case of a topology that is |earned, the server
will automatically prohibit such misconfiguration attenpts. 1In the
case of a topology that is configured, i.e., whose originis

"intended", the undesired configuration could beconme effective and be
reflected in the operational state datastore, |eading to disruption
of services provided via this topology. For exanple, the topol ogy
could be "cut" or could be configured in a suboptinml way, |eading to
i ncreased consunption of resources in the underlay network due to the
routing and bandwi dth utilization inefficiencies that would result.

Li kewise, it could |l ead to degradati on of service levels as well as
possi bl e di sruption of service. For those reasons, it is inmportant
that the NETCONF access control nopdel be vigorously applied to
prevent topol ogy m sconfiguration by unauthorized clients.

There are a nunber of data nodes defined in these YANG nodul es that
are witable/creatable/deletable (i.e., config true, which is the
default). These data nodes may be considered sensitive or vul nerable
in sone network environnents. Wite operations (e.g., edit-config)
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to these data nodes wi thout proper protection can have a negative
ef fect on network operations. These are the subtrees and data nodes
and their sensitivity/vulnerability:

In the "ietf-network"” nodul e:

o network: A malicious client could attenpt to renove or add a
network in an effort to renpbve an overlay topology or to create an
unaut hori zed overl ay.

0 supporting network: A malicious client could attenpt to disrupt
the logical structure of the nodel, resulting in a | ack of overal
data integrity and making it nore difficult to, for exanple
troubl eshoot problens rooted in the |ayering of network
t opol ogi es.

o node: A nmalicious client could attenpt to renmpve or add a node
fromthe network -- for exanple, in order to sabotage the topol ogy
of a network overl ay.

0 supporting node: A malicious client could attenpt to change the
supporting node in order to sabotage the | ayering of an overlay.

In the "ietf-network-topol ogy" nodul e:

o link: Amalicious client could attenpt to renove a link froma
topol ogy, add a new link, manipulate the way the link is |layered
over supporting links, or nmodify the source or destination of the
link. In each case, the structure of the topol ogy would be
sabotaged, and this scenario could, for exanple, result in an
overlay topology that is |ess than optinal.

o termination point: A malicious client could attenpt to renpve
term nation points froma node, add "phantonm termnation points
to a node, or change the | ayering dependencies of term nation
points, again in an effort to sabotage the integrity of a topol ogy
and potentially disrupt orderly operations of an overl ay.
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Appendi x A.  Mdel Use Cases
A. 1. Fetching Topol ogy froma Network El ement

Inits sinmplest form topology is |earned by a network el enent (e.qg.
arouter) through its participation in peering protocols (IS-1S, BGP
etc.). This |earned topology can then be exported (e.g., to a

Net wor k Managenent Systen) for external utilization. Typically, any
network element in a domain can be queried for its topol ogy and be
expected to return the sane result.

In a slightly nore conplex form the network el ement may be a

controller. It could be a network elenent with satellite or

subt ended devi ces hanging off of it, or it could be a controller in
the nore classical sense -- that is, a special device designated to
orchestrate the activities of a nunmber of other devices (e.g., an
Optical Controller). In this case, the controller device is

logically a singleton and nust be queried distinctly.

It is worth noting that controllers can be built on top of other
controllers to establish a topology incorporating all of the domains
within an entire network.

In all of the cases above, the topology |earned by the network

el ement is considered to be operational state data. That is, the
data is accunul ated purely by the network elenment’s interactions with
ot her systens and is subject to change dynami cally without input or
consent .

A.2. Mdifying TE Topol ogy Inported froman Optical Controller

Consi der a scenario where an Optical Controller presents its

topol ogy, in abstract TE terms, to a client packet controller. This
custom zed topol ogy (which gets merged into the client’s native

topol ogy) contains sufficient information for the path-conputing
client to select paths across the optical dommin according to its
policies. |If the client determnes (at any given point in tinme) that
this inported topol ogy does not cater exactly to its requirenents, it
may decide to request nodifications to the topology. Such

custom zation requests may include the addition or deletion of
topol ogi cal elenments or the nodification of attributes associ ated
with existing topol ogical elenents. Fromthe perspective of the
Optical Controller, these requests translate into configuration
changes to the exported abstract topol ogy.
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A. 3. Annotating Topology for Local Conputation

In certain scenarios, the topol ogy | earned by a controller needs to
be augmented with additional attributes before running a computation
algorithmon it. Consider the case where a path-conputation
application on the controller needs to take the geographic

coordi nates of the nodes into account while conputing paths on the

| earned topology. |If the |learned topol ogy does not contain these
coordi nates, then these additional attributes nust be configured on
the correspondi ng topol ogi cal el ements.

A.4. SDN Controller-Based Configuration of Overlays on Top of Underl ays

In this scenario, an SDN Controller (for exanple, Open Daylight)
mai ntai ns a view of the topology of the network that it controls
based on information that it discovers fromthe network. In
addition, it provides an application in which it configures and
mai nt ai ns an overl ay topol ogy.

The SDN Controller thus maintains two roles:
o It isaclient to the network.

o It is a server to its own northbound applications and clients,
e.g., an Operations Support System (OSS)

In other words, one systemis client (or controller, in this case) may
be another systemis server (or nanaged systenj.

In this scenario, the SDN Controller nmaintains a consolidated data
nodel of multiple |ayers of topology. This includes the |ower |ayers
of the network topology, built frominformation that is discovered
fromthe network. 1t also includes upper |ayers of topol ogy overlay,
configurable by the controller’s client, i.e., the GSS. To the GCSS,
the | ower topology layers constitute "read-only" information. The
upper topology |ayers need to be read-witable.

Appendi x B. Compani on YANG Data Model s for |nplenmentations Not
Conpliant with NVDA

The YANG nodul es defined in this docunent are designed to be used in
conjunction with inplenentations that support the Network Managenent
Dat astore Architecture (NVDA) as defined in [ RFC8342]. |In order to
allow inplenentations to use the data nodel even in cases when NVDA
is not supported, the followi ng two conpani on nodul es --
"ietf-network-state" and "ietf-network-topol ogy-state" -- are
defined; they represent the operational state of networks and network
topol ogi es, respectively. These nodules mrror the "ietf-network"
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and "ietf-network-topol ogy" nodules (defined in Sections 6.1 and 6.2
of this document); however, in the case of these nodules, all data
nodes are non-configurable. They represent state that cones into
being by either (1) learning topology information fromthe network or
(2) applying configuration fromthe mrrored nodul es.

The "ietf-network-state" and "ietf-network-topol ogy-state" conpanion
nodul es are redundant and SHOULD NOT be supported by inplenmentations
that support NVDA; therefore, we define these nodules in

Appendi ces B.1 and B.2 (below) instead of the main body of this
docunent .

As the structure of both nodules mirrors that of their underlying
nodul es, the YANG tree is not depicted separately.

B.1. YANG Modul e for Network State
<CODE BEG NS> file "ietf-network-state@018-02-26.yang"

nodul e ietf-network-state {
yang-version 1.1;
nanespace "urn:ietf:paramnms: xm:ns:yang:ietf-network-state";
prefix nws;

i mport ietf-network {
prefix nw,
reference
"RFC 8345: A YANG Data Mdel for Network Topol ogi es”;

}

or gani zati on
"IETF I 2RS (Interface to the Routing System) Wirking G oup";

cont act
"WG Web: <https://datatracker.ietf.org/wg/i2rs/>
WG Li st: <mailto:i2rs@etf.org>
Edi tor: Al exander C enm
<mai |l to: | udwi g@l enm or g>
Edi tor: Jan Medved
<mai | to: j nedved@i sco. con®
Edi tor: Robert Varga
<mai | t o: robert. varga@ant heon. t ech>
Edi tor: Ni ti n Bahadur

<mai | to: nitin_bahadur @ahoo. conr
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Edi t or: Har i har an Anant hakri shnan
<mai | t 0: hari @acket desi gn. con

Edi t or: Xufeng Liu
<mailto:xufeng.liu.ietf@mail.conm";

description

"This nmodul e defines a conmon base data nodel for a collection
of nodes in a network. Node definitions are further used

in network topol ogies and inventories. It represents
information that either (1) is |earned and automatically
popul ated or (2) results fromapplying network information
that has been configured per the "ietf-network’ data nodel,
mrroring the correspondi ng data nodes in this data nodel

The data nodel mirrors 'ietf-network’ but contains only
read-only state data. The data nodel is not needed when the
underlying inplementation infrastructure supports the Network
Managenent Datastore Architecture (NVDA).

Copyright (c) 2018 | ETF Trust and the persons identified as
aut hors of the code. Al rights reserved.

Redi stribution and use in source and binary forns, with or

wi thout nodification, is permtted pursuant to, and subject
to the license ternms contained in, the Sinplified BSD License
set forth in Section 4.c of the |ETF Trust’s Legal Provisions
Rel ating to | ETF Docunents
(https://trustee.ietf.org/license-info).

This version of this YANG nodule is part of RFC 8345;
see the RFC itself for full legal notices.";

revi sion 2018-02-26 {
description
“Initial revision.";
reference
"RFC 8345: A YANG Data Mdel for Network Topol ogi es"”;
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groupi ng network-ref {

description
"Contains the informati on necessary to reference a network --
for exanple, an underlay network.";

| eaf network-ref {
type leafref {

path "/ nw s: networ ks/ nw s: net wor k/ nw s: net work-i d";

require-instance fal se;

}
description
"Used to reference a network -- for example, an underl ay
net wor k. ";

}
}

groupi ng node-ref ({
description
"Contains the informati on necessary to reference a node.";
| eaf node-ref {
type leafref {
path "/ nw s: net wor ks/ nw s: net wor k[ nws: net wor k-i d=current ()" +
“/../network-ref]/nw s:node/ nws: node-id";
requi re-instance fal se;
}
description
"Used to reference a node.
Nodes are identified relative to the network that
contains them";

}

uses network-ref;

}
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cont ai ner networks {
config fal se
description
"Serves as a top-level container for a list of networks.";
[ist network {
key "network-id";
description
"Descri bes a network.
A network typically contains an inventory of nodes,
topol ogi cal information (augmented through the
net wor k-t opol ogy data nodel), and | ayering information.";
cont ai ner network-types {
description
"Serves as an augnentation target.
The network type is indicated through correspondi ng
presence contai ners augnented into this container.";

| eaf network-id {
type nw network-id;
descri ption
"ldentifies a network.";
}

[ist supporting-network {
key "network-ref";
description
"“An underlay network, used to represent |ayered network
t opol ogi es. ";
| eaf network-ref {
type leafref {
path "/ nw s: net wor ks/ nw s: net wor k/ nw s: net work-i d";
require-instance fal se;
}
description
"Ref erences the underlay network.";
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list node {
key "node-id";
description
"The inventory of nodes of this network.";
| eaf node-id {
type nw node-i d;
description
"Uniquely identifies a node within the containing

network.";
}
[ ist supporting-node {
key "network-ref node-ref";
description
"Represents another node that is in an underlay network
and that supports this node. Used to represent |ayering
Structure.";
| eaf network-ref {
type leafref {
path "../../../nws:supporting-network/nws: network-ref";
require-instance fal se;
}
description
"Ref erences the underlay network of which the
underlay node is a part.";
| eaf node-ref {
type leafref {
path "/ nw s: net wor ks/ nw s: net wor k/ nw s: node/ nw s: node-i d";
require-instance fal se;
}
description
"Ref erences the underlay node itself.";
}
}
}
}
}
}
<CODE ENDS>
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<CODE BEG NS> file "ietf-network-topol ogy-state@018-02-26.yang"

nodul e i etf-network-topol ogy-state {
yang-version 1.1;

nanespace "urn:ietf:parans: xm:ns:yang:ietf-network-topol ogy-state”;

prefix nt-s;

i mport ietf-network-state {
prefix nws;

ref erence
"RFC 8345: A YANG Data Mdel for Network Topol ogi es"”;
}
i mport ietf-network-topol ogy {
prefix nt;
reference
"RFC 8345: A YANG Data Mddel for Network Topol ogi es"”;
}

organi zati on

"I ETF I 2RS (Interface to the Routing System) Working G oup"

cont act
"WG Web: <https://datatracker.ietf.org/wg/i2rs/>
WG Li st <mailto:i2rs@etf.org>
Edi t or: Al exander C enmm
<mai | to: | udw g@l emm or g>
Edi tor: Jan Medved
<mai |l to: j medved@i sco. con
Edi t or: Robert Varga
<mai | t o: robert. varga@ant heon. t ech>
Edi tor: Ni tin Bahadur
<mai | t o: ni ti n_bahadur @ahoo. conp
Edi t or: Har i haran Anant hakri shnan
<mai | t o: hari @acket desi gn. con®
Edi tor: Xufeng Liu
<mai |l to:xufeng.liu.ietf@mail.com";
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description
"This nodul e defines a commopn base data nodel for network
topol ogy state, representing topology that either (1) is |earned
or (2) results from applying topol ogy that has been configured
per the ’ietf-network-topology data nodel, mrroring the
correspondi ng data nodes in this data nodel. 1t augnents the
base network state data nodel with links to connect nodes, as
well as ternmination points to terminate |inks on nodes.

The data nodel mirrors 'ietf-network-topol ogy’ but contains only
read-only state data. The data nodel is not needed when the
underlying inplementation infrastructure supports the Network
Managenent Datastore Architecture (NVDA).

Copyright (c) 2018 | ETF Trust and the persons identified as
authors of the code. Al rights reserved.

Redi stribution and use in source and binary forns, with or

wi thout nodification, is permtted pursuant to, and subject
to the license ternms contained in, the Sinplified BSD License
set forth in Section 4.c of the |ETF Trust’s Legal Provisions
Rel ating to | ETF Docunents
(https://trustee.ietf.org/license-info).

This version of this YANG nodule is part of RFC 8345;
see the RFC itself for full legal notices.";

revi sion 2018-02-26 {
description
“Initial revision.";
reference
"RFC 8345: A YANG Data Mdel for Network Topol ogi es"”;
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groupi ng link-ref {
description
"References a link in a specific network. Although this
grouping is not used in this nodule, it is defined here for
the conveni ence of augmenting nodul es.”;
| eaf |ink-ref {
type leafref {
path "/ nw s: networ ks/ nws: net wor k[ nws: networ k-i d=current ()" +
“/..Inetwork-ref]/nt-s:link/nt-s:link-id";
require-instance fal se;
}
description
"A type for an absolute reference to a |link instance.
(This type should not be used for relative references.
In such a case, a relative path should be used instead.)";

}

uses nw s: networ k-ref;

}

groupi ng tp-ref {
description
"References a term nation point in a specific node. Although
this grouping is not used in this nodule, it is defined here
for the conveni ence of augnenting nodul es.";
| eaf tp-ref {
type leafref {
path "/ nw s: net wor ks/ nw s: net wor k[ nws: net wor k-i d=current ()" +
"/../network-ref]/nws:node[ nws: node-id=current()/../"+
"node-ref]/nt-s:termnation-point/nt-s:tp-id";
require-instance fal se;
}
description
"A type for an absolute reference to a termination point.
(This type should not be used for relative references.
In such a case, a relative path should be used instead.)";

}

uses nw s: node-ref;

}

augrment "/ nw s: net wor ks/ nw s: net wor k" {
description
“Add links to the network data nodel.";
list link {
key "link-id";
description
"A network link connects a local (source) node and
a renote (destination) node via a set of the respective
node’s termnation points. It is possible to have severa
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i nks between the sane source and destination nodes.
Li kewi se, a link could potentially be re-homed between
term nation points. Therefore, in order to ensure that we
woul d al ways know to distinguish between |inks, every link
is identified by a dedicated Iink identifier. Note that a
link nbdels a point-to-point link, not a multipoint Iink.";
contai ner source {
description
"This container holds the |ogical source of a particul ar
[ink.";
| eaf source-node {
type leafref {
path "../../../nws:node/ nws: node-id";
require-instance fal se;
}
description
"Source node identifier. Mist be in the sane topol ogy.";
}

| eaf source-tp {

type leafref {

path "../../../nw s:node[ nws: node-id=current()/../"+
"source-node]/term nation-point/tp-id";

require-instance fal se;

}

description
"This termination point is |located within the source node
and termnates the link.";

}
}

cont ai ner destination {
description
"This container holds the |ogical destination of a
particular link.";
| eaf dest-node {
type leafref {
path "../../../nws:node/ nws: node-id";
require-instance fal se;
}
description
"Destination node identifier. Mist be in the sane

network.";
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| eaf dest-tp {

type leafref {

path "../../../nws:node[ nws: node-id=current()/../"+
"dest-node]/term nation-point/tp-id";

require-instance fal se;

}

description
"This termination point is located within the
destination node and term nates the link.";

}

}
leaf link-id {
type nt:link-id;
description
"The identifier of a link in the topol ogy.
Alink is specific to a topology to which it bel ongs.";

}
list supporting-link {
key "network-ref link-ref";
description
"Identifies the link or links on which this Iink depends.";
| eaf network-ref {
type leafref {
path "../../../nws:supporting-network/nws:network-ref";
require-instance fal se;
}
description
"This leaf identifies in which underlay topol ogy
the supporting link is present.”;
| eaf |ink-ref {
type leafref {
path "/ nw s: networ ks/ nw s: net wor k[ nw- s: net wor k-i d="+
"current()/../network-ref]/link/link-id"
require-instance fal se;
}
description
"This leaf identifies a link that is a part
of this link's underlay. Reference |oops in which
alink identifies itself as its underlay, either
directly or transitively, are not allowed.";
}
}
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augnment "/ nws: networ ks/ nw s: net wor k/ nw s: node" {
description
"Augnments ternination points that terminate |inks.
Term nation points can ultimately be mapped to interfaces.”;
list term nation-point {
key "tp-id";
description
"Atermination point can terninate a link.
Dependi ng on the type of topology, a termi nation point
could, for exanple, refer to a port or an interface.";
leaf tp-id {
type nt:tp-id;
description
"Term nation point identifier.";
}

list supporting-term nation-point {
key "network-ref node-ref tp-ref”;
description
"This list identifies any term nation points on which a
given term nation point depends or onto which it maps.
Those term nation points will thensel ves be contai ned
in a supporting node. This dependency information can be
inferred fromthe dependenci es between |inks. Therefore,
this itemis not separately configurable. Hence, no
correspondi ng constraint needs to be articul ated.
The corresponding information is sinply provided by the
i mpl enenting system";
| eaf network-ref {
type leafref {
path "../../../nws:supporting-node/ nws: network-ref";
require-instance fal se;
}
description
"This leaf identifies in which topol ogy the
supporting term nation point is present.";

| eaf node-ref {

type leafref {
path "../../../nws:supporting-node/ nws: node-ref";

require-instance fal se;

}

description
"This leaf identifies in which node the supporting
termi nation point is present.";
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| eaf tp-ref {
type leafref {
path "/ nw s: networ ks/ nw s: net wor k[ nw- s: net wor k-i d="+
"current ()/../network-ref]/nw s: node[ nws: node-i d="+
"current()/../node-ref]/termnation-point/tp-id";
require-instance fal se;
}
description
"Reference to the underlay node (the underlay node nust
be in a different topol ogy).";
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Appendi x C. An Exanpl e

This section contains an exanple of an instance data tree in JSON
encodi ng [ RFC7951]. The exanple instantiates "ietf-network-topol ogy"
(and "ietf-network™, which "ietf-network-topol ogy" augnents) for the
topol ogy depicted in Figure 7. There are three nodes: D1, D2, and
D3. D1 has three termnation points (1-0-1, 1-2-1, and 1-3-1).

D2 has three term nation points as well (2-1-1, 2-0-1, and 2-3-1).

D3 has two termination points (3-1-1 and 3-2-1). |In addition, there
are six links, two between each pair of nodes with one going in each
direction.
S + S +
| D1 | | b2 |
/-\ /-\ /-\ /-\
| ] 2-0-1 | e > | 2-1-1 | |
I A B || 201
\-/ 1-3-1 \-/ \-/ 2-3-1  \-/
IEEE N IEEE S
R B PR R B PR
\----/ \----/
A A
|| ||
| |
|| tooooooooooo + ||
|| | b3 | ||
| /-\ /-\ |
e B 5t S BN EEEEEEE v
oo |l 321 ] f<eeeees +
\-/ \-
| |
e +

Figure 7: A Network Topol ogy Exampl e
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The corresponding i nstance data tree is depicted in Figure 8:

{

"ietf-network: networks": {
"network": [

{
"network-types": {
} H
"network-id": "otn-hc"
"node": |

"node-id": "D1",
“term nation-point":

ut p'l du: " 1_ O_ 1||

H
{
"tp-id": "1-2-1"
H
{
"tp-id": "1-3-1"
}
]
H
{
"node-id": "D2",
"term nation-point":
{
"tp-id": "2-0-1"
H
{
"tp-id": "2-1-1"
H
{
"tp-id": "2-3-1"
}
]
H

Net wor k Topol ogi es

[
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"node-id": "D3",
"term nation-point": [

"tp-id": "3-1-1"

¥
{
"tp-id": "3-2-1"
}
]
}
1,
"ietf-network-topology:link": [
{

"link-id": "D1,1-2-1,D2,2-1-1",

"source": {

"sour ce-node": "D1",
"source-tp": "1-2-1"

"destination": {
"dest - node": "D2",
"dest-tp": "2-1-1"

}

¥
{

"link-id": "D2,2-1-1,D1, 1-2-1",

"source": {

"source-node": "D2",
"source-tp": "2-1-1"

}

"destination": {
"dest - node": "D1",
"dest-tp": "1-2-1"

}

b
{

“link-id": "D1,1-3-1,D3,3-1-1",

"source": {

"sour ce-node": "D1",
"source-tp": "1-3-1"

}

"destination": {
"dest-node": "D3",
"dest-tp": "3-1-1"

}

3
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{
“link-id": "D3,3-1-1,D1, 1-3-1",
"source": {
"source-node": "D3",
"source-tp": "3-1-1"
}
"destination": {
"dest - node": "D1",
"dest-tp": "1-3-1"
}
b
{
“link-id": "D2,2-3-1,D3,3-2-1",
"source": {
"sour ce-node": "D2",
"source-tp": "2-3-1"
"destination": {
"dest-node": "D3",
"dest-tp": "3-2-1"
}
b
{
“link-id": "D3,3-2-1,D2,2-3-1",
"source": {
"sour ce-node": "D3",
"source-tp": "3-2-1"
"destination": {
"dest-node": "D2",
"dest-tp": "2-3-1"
}
}
]
}
]
}
}
Figure 8: Instance Data Tree
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